- Earth Simulator Proposed Research Project -

GPU %fhts » FHIEIR S 21— g v a— RORB%

A B

g WE MERT Al ensit s X —
EA

B aE

! JRE R AR T ettt v 2 —

KB« FHEMT 7 XA~ED DDA « BEFEY T 21—y 32— K [OpenMHD] @ GPU it %X
5, ES4-GPU D FEf% T OpenMD-GPU DK B L ZEALZ XY . DR E AT S Z &Ik » T, YEnBHo v

Ral —va UL L2 RTET,
F—U—F:

1. B

K= v oGl 22 O 7T A~ Big & PR
L=, KA (D) 22 2 L—3 g ATEERE
FE R, Lo L., S OFMEfEEL I ANIRD 6|
BUR OB/ 23 REERE CEMET 5 22— RE WA A
BT D DIIREEZ 72> TETND, T 9 LizH, Bfge
IN—TNTHWLIEa—R, b2 0FEaIa=T 1
WAB SN AR = — NITEE R ERZ R,

AHREA =T, ASDY I alb—3 g VIO
DIZBRZE L7- W5 MID =— K% [OpenMHD) &g LCA
BA L. Mk = — RO R 2T T\ 5 [1, 2], OpenMHD
X modern fortran TEHMUI-HFE] « 228 2 K EOARR
FfE =z — R, HLLD & A 7 OREGE AL A LTk
D, MPT 38 X TX OpenMP % V=B AIF RIS/ LT
%, OpenMHD (X ZALE T, HEH 13 ROWFIERSUTHIA S
NTET,

T, OpenMHD 333 =1— K% CUDA Fortran Cr3E%E
425 Z L TNVIDIA #: GPU (Graphic Processing Unit)
THENWET D L 91707z, 5%ITFF GPU BRIETL Y
FBUEDFEICTF v L P TEDH L), a—FDELAR
LHUREHED D TETH D, ATETIL, ES4-GPU D FEH
C OpenMHD-GPU Dk L ZE(LEIXID . ZDREEL
T2z Lick-oT, ENANOYEFEGHFOT I 2 L—
3 VRIS T L BfET.

2. 2022 FEFEDRRE

ES4 O GPU / — R L UMD HPC & > # —D GPU F15
¥4 FIF LC. OperMHD-GPU D > 7L ) — RE L UMPT
B — REBREECOT A REATV, /U EERE LT,
7V ) — RTCIE, OperMHD-GPU |34 MC 228 ES
BTN o=, K1 1X, OpenMHD BIFEFROMERER & F
SERFATERE T F~—7 LIZRRTH D, AD 0
<27 CPU (BPYC Fut v 7282 :16 a7RBLN
7452 : 32 =2 7) 33 ONNVIDIA £k0> GPU (K80, P100
A100) T7 A MUEOFEATREM A R L=, / — KH7= Y
(=ENH=) TEXDHE, GPUILEPYC 7rE v X
DAERBICEERTH D Z E230nD, BRI ESA D A100 [3E
BRI E 275> TR Y . PHBRFHRE ChHIUTERH

WMRRRY I 2 L— a3y, WHIEHE, GPGPU

TREDHELZ 2T N TE S, £7-. NVIDIA D
7—=x.) K GPU @ Tesla K80 X P100 |L, Google D7 Z 7
RFH¥—E & Google Colaboratory (LAF§. Colab) Tk
INTWDHHEDTH D, FrxlL202249 HlIzHF14
B SNZE 14 BEEFEHEY I 21— a v A7 —)b

(ISSS-14) T, OpenMHD-GPU % Colab TEI{E S 25 FEH
a—AERHE LT,

—J7 B — REREE TR, BN RCE B L OB E R
SEWFSEHTD GPU BRtE Tl OpenMHD-GPU % MPI F4TTX %
HOD, ES4 O MPI-GPU BREE CILEEIREIC 7 1 7T LD
T T 5, ZORBEOTERIC LIS B FLATZN, &
FERNIZITRR CE oz, ZIURIEROBETH S,

%12, OpenMHD DFE GPU H#ROT EAZ S HLY KA 72, MPT
WEEO/ 7 7 (8T MPT 5 — XA~ CTHI= A,
BRI MRER R3S b oz, & BHIT OpenMP OFEk
ZTRLTRAL Y MRS WEE DL EN 2 m &8,
WA ORIRE S ORBWEDEIISEZ T, 2— ROHGE
F¥a A2 R KIBIEC LZE ZATH D, 2023 4FHE
DIFESHB|E#iE, OpenMHD DR & R¥ 2 X NOIEFE A
#HTNL,

Elapsed time
10.0

fast 0o
. EPYC16C EPYC32C  Tesla K80 P100 AB00O GV100 A100

M1 axs a7 A MIEOR L F~v—7 T
A b, BIATEREE (B CoOFEATRHHE] (O ; M) 2o
75

BER

[1] Seiji Zenitani, ‘“Magnetohydrodynamic structure
of a plasmoid in fast reconnection in low—beta
plasmas: Shock—shock interactions” , Physics of
Plasmas 22, 032114 (2015)

[2] https://github. com/zenitani/OpenMHD

-19-1



Annual Report of the Earth Simulator April 2022- March 2023

Development of GPU-ready Plasma Simulation Code

Project Representative
Seiji Zenitani

Authors
Seiji Zenitani *!

Research Center for Urban Safety and Security, Kobe University

*IResearch Center for Urban Safety and Security, Kobe University

We develop an open-source magnetohydrodynamic (MHD) code “OpenMHD” for solar and space plasma simulations. The
code has been ported to NVIDIA’s GPU architecture recently. We are testing and improving OpenMHD-GPU on ES4-GPU,

and then we will make the code publicly available in future.
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1. Introduction

Magnetohydrodynamic (MHD) simulation plays a key role in
predicting complex phenomena in solar and space plasma
environments. Meanwhile, it has become difficult for
researchers to maintain a simulation code, which employs up-
to-date numerical schemes and which runs on the latest
computing platforms. Owing to this, there are growing demand
for a shared simulation code in a research group or a publicly-
available code for a community.

We have been developing a parallel MHD code “OpenMHD”
over years [1,2]. OpenMHD is a second-order finite-volume
code with HLLD-type MHD flux solver. It is written in modern
Fortran and is parallelized with MPI and OpenMP. As of 2022,
the code was used in 13 research papers.

We have recently ported OpenMHD to NVIDIA’s GPU
(Graphics Processing Unit) architecture using CUDA Fortran
language. We further improve our code, so that we can explore
larger-scale problems on multiple GPU nodes. In this project,
we will extensively test and improve the parallel
communication module in OpenMHD-GPU on ES4-GPU.
Then we will make our code publicly available on the Internet.

2. Progress in 2022

We have used the GPU nodes at JAMSTEC (ES4) and two
other HPC centers, in order to test OpenMHD-GPU in single-
and multiple GPU environments.

OpenMHD-GPU is stable enough on a single GPU. Figure 1
compares the elapsed times of a test problem in various
environments: on AMD EPYC processors (EPYC 7282: 16 cores
and 7452: 32 cores) and NVIDIA GPUs (Tesla K80, P100, ...
A100). Here, performance per node is similar to performance per
power. We see that the code runs significantly faster on GPUs
than on EPYC processors. In particular, ES4's A100 looks very
promising. Tesla K80 and P100 are provided by Google’s free
cloud service, Google Colaboratory (Colab in short). We have
managed to use OpenMHD-GPU on Colab. Using OpenMHD-
GPU on Colab, we offered a hands-on course at the 14th
International School for Space Simulation (ISSS-14). On the

other hand, even though OpenMHD-GPU runs on multiple
GPUs at National Astronomical Observatory of Japan and
National Institute for Fusion Science, it abnormally stops at
startup on the multiple GPU nodes at ES4. As of April 2023, we
have not yet solved this problem; this is left for our future work.
We have also worked on the non-GPU part of OpenMHD. We
tested a new MPI datatype in the communication part, but this
does not significantly improve the performance. Furthermore, we
have improved the stability when we use many OpenMP threads.
Lastly, we have provided key documents in English. In FY 2023,
we continue to improve the code and expand documentations.
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Figure 1: A benchmark test of a magnetic reconnection problem
in OpenMHD. Elapsed times (vertical axis) are compared in
various CPU/GPU systems (in minutes; horizontal axis).
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