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ABSTRACT

Coupled general circulation model (GCM) simulations participating in the Coupled Model Intercomparison Project Phase 5 (CMIP5) are analyzed with respect to their performance in the equatorial Atlantic. In terms of the mean state, 29 out of 33 models examined continue to suffer from serious biases including an annual mean zonal equatorial SST gradient whose sign is opposite to observations. Westerly surface wind biases in boreal spring play an important role by deepening the thermocline in the eastern equatorial Atlantic and thus reducing upwelling efficiency and SST cooling in the following months. Both magnitude and seasonal evolution of the biases are very similar to what was found previously for CMIP3 models, indicating that improvements have only been modest. The weaker than observed equatorial easterlies are also simulated by atmospheric GCMs forced with observed SST. They are related to both continental convection and the latitudinal position of the Intertropical Convergence Zone (ITCZ). Particularly the latter has a strong influence on equatorial zonal winds in both the seasonal cycle and interannual variability. The dependence of equatorial easterlies on ITCZ latitude shows a marked asymmetry. From the equator to 15°N, the equatorial easterlies intensify approximately linearly with ITCZ latitude. This dependency vanishes when the ITCZ is located near to or south of the equator.

Despite serious mean state biases, several models are able to capture some aspects of the equatorial mode of interannual SST variability, including amplitude, pattern, phase locking to boreal summer, and duration of events. The latitudinal position of the boreal spring ITCZ, through its influence on equatorial surface winds, appears to play an important role in initiating warm events.
1. Introduction

The tropical Atlantic is characterized by significant interannual variability in sea-surface temperatures (SST) that exert an important influence on precipitation over the surrounding continents (Folland et al. 1986; Nobre and Shukla 1996). Two modes of SST variability are thought to exist (Xie and Carton 2004; Chang et al. 2006). One is the meridional mode (also inter-hemispheric gradient mode, meridional gradient mode, or dipole mode), with two centers of action in the subtropical north and south Atlantic (Hastenrath and Heller 1977). Studies have linked the meridional mode to a mechanism involving surface winds, evaporation, and SST (WES) feedback (Xie and Philander 1994; Chang et al. 1997).

The second mode of tropical Atlantic variability involves the equatorial cold tongue region, which is centered just south of the equator in the eastern part of the basin. This mode, usually referred to as the zonal mode (also equatorial mode), is thought to be governed by dynamics similar to those responsible for El Nino/Southern Oscillation (ENSO) in the equatorial Pacific (e.g. Servain et al. 1982; Zebiak 1993; Keenlyside and Latif 2007).

In terms of the mean state, the equatorial Atlantic resembles the equatorial Pacific in many aspects. Both basins feature a warm pool in the west, a cold tongue in the east, and mean surface easterlies that drive an eastward equatorial current year round. Consistent with the surface winds, water piles up at the western boundary. This is associated with a deep mixed layer that insulates the surface from cold sub-thermocline waters and thus helps to maintain warm SST. Conversely, the eastern basin is characterized by a shallow thermocline that makes the SST very sensitive to variations in equatorial upwelling.
The eastern equatorial Atlantic features a pronounced seasonal cycle. According to OISST climatology, SST averaged in the eastern basin (20°W-0 and 3°S-3°N) drops from approximately 29°C in April to 24.5°C in August as the cold tongue develops. Studies have linked the seasonal cold tongue development to the onset of the African monsoon and associated cross-equatorial surface winds over the eastern basin (Mitchell and Wallace 1992; Okumura and Xie 2004; Caniaux et al. 2011), which produce upwelling just south of the equator (Philander and Pacanowski 1981).

The strong seasonality of the Atlantic cold tongue influences interannual variability. Thus warm events (Atlantic Niños) preferentially occur during boreal summer and are associated with reduced cold tongue development (Carton and Huang 1994). The SST amplitude of these events is about 1K (roughly one third of their Pacific counterparts), which is much smaller than the ~5K amplitude of the seasonal cycle. Therefore Atlantic Niños can be described as a modulation of the seasonal cycle (Philander 1986), which may help to explain their phase locking to boreal summer.

While monsoon-related cross-equatorial winds may govern cold tongue development in the climatological sense, interannual variability is significantly influenced by remote forcing from western equatorial surface winds (Keenlyside and Latif 2007). Weakening of the equatorial easterlies has been shown to excite Kelvin waves that propagate eastward and reduce the slope of the equatorial thermocline (Servain et al. 1982; Hormann and Brandt 2009) though not all events may be dominated by this mechanism (Carton and Huang 1994). The relatively small size of the Atlantic basin implies that the major wind stress forcing region (~40°W) and the cold tongue region (10°W) are only separated by about 30° of longitude or roughly 3300 km. In the equatorial Atlantic, the second baroclinic Kelvin wave mode is considered to be dominant (e.g. Doi et al. 2007; Polo et al. 2008) and its phase speed has been estimated to be
1.2-1.5 m/s (Du Penhoat and Treguier 1985; Philander 1990; Katz 1997; Franca et al.
2003; Illig et al. 2004; Guivarc’h et al. 2008). Thus Kelvin waves excited by western
equatorial wind stress anomalies reach the cold tongue region in about one month.
Observational studies, however, indicate a wide range of delay times from 1-2 months
(Servain et al. 1982; Keenlyside and Latif 2007) to 4-6 months (Hisard et al. 1986;
Vauclair and du Penhoat 2001; Chang et al. 2006). Thus the lag implied by Kelvin
wave propagation is at the lower end of observational estimates. This suggests that
rather than influencing SST directly, the remotely forced Kelvin waves might precon-
dition the eastern equatorial thermocline in boreal spring (Hormann and Brandt 2009).
When the seasonal cold tongue development starts in boreal summer these subsurface
anomalies are upwelled to the surface and influence SST.
The above description indicates the possibility of a positive feedback involving
western equatorial Atlantic surface winds, cold tongue SST, and thermocline depth,
similar to the Bjerknes feedback in the equatorial Pacific (Zebiak 1993). Indeed, sev-
eral studies have indicated that the Bjerknes feedback plays an important role in the
Atlantic as well (Keenlyside and Latif 2007; Ding et al. 2010). The study by Ding et
al. also shows evidence for a 90-degree-out-of-phase relationship between equatorial
upper ocean heat content and cold tongue SST, which is a central component of the
so-called discharge-recharge oscillator paradigm (Jin 1997). This lead-lag relation be-
tween heat content and SST is fundamental to the successful prediction of ENSO and
has allowed skillful predictions at 12 months lead-time and beyond (Luo et al. 2008).
Ding et al. (2010) suggest that knowledge of equatorial Atlantic heat content should
enable skillful prediction up to 3 months ahead.
Actual seasonal prediction in the equatorial Atlantic, however, does currently not
live up to this expectation. In most cases dynamic models are matched or even outper-
formed by persistence and statistical models (Stockdale 2006). Reasons for this poor
performance are manifold but mean state biases are certainly a factor. While general
circulation models (GCMs) give a relatively reasonable representation of the tropical
Pacific climate (de Szoeke and Xie 2008), they suffer from severe biases in the tropi-
cal Atlantic (Davey et al. 2002; Richter and Xie 2008 (hereafter RX08); Richter et al.
2012). One of the most obvious shortcomings is the GCMs’ inability to adequately
capture the boreal summer cold tongue development. This warm bias in the eastern
basin is accompanied by colder than observed SSTs in the west and manifests as a
reversal of the annual mean SST gradient along the equator (Davey et al. 2002;
RX08). Several studies suggest that the lack of cold tongue development in boreal
summer is at least partly due to westerly wind stress biases in boreal spring (Chang et
wind biases deepen the eastern equatorial thermocline and thus reduce the impact of
eastern equatorial upwelling in JJA.

The MAM westerly biases are common in GCMs and occur even when the mod-
els are forced with observed SSTs (RX08). This suggests that the atmospheric GCM
(AGCM) components play a large role in the persistent tropical Atlantic SST biases.
Richter et al. (2012) show that continental precipitation biases are one of the factors
controlling the simulated equatorial easterlies. In particular, they find that deficient
and excessive precipitation over the Amazon and Congo basins, respectively, are ac-
companied by a weakened Atlantic Walker circulation and westerly surface wind bi-
ases.

While continental precipitation plays some role in the strength of the equatorial
easterlies, the latitudinal position of the Atlantic Intertropical Convergence Zone
(ITCZ) appears to be another factor. Several studies have shown that even AGCMs
with specified observed SSTs tend to place the ITCZ south of the equator in MAM, whereas in observations it is mostly on or north of the equator (Biasutti et al. 2006; RX08; Tozuka et al. 2011). In the present study we will show that there is a very high correspondence between the latitudinal ITCZ position and the strength of the equatorial easterlies on the equator.

The present study has two main goals. The first is to re-examine the performance of GCMs using output from the Coupled Model Intercomparison Project Phase 5 (CMIP5) and observations. In particular we investigate whether the MAM surface wind mechanism found to be crucial in CMIP3 by RX08 still plays a dominant role in developing boreal summer cold tongue biases in CMIP5 models.

The second goal is to analyze the zonal mode of variability in both observations and CMIP5 simulations. First we examine observations and reanalyses to characterize the evolution of Atlantic Niños in terms of surface winds, thermocline depth, and SST. We are particularly interested in reexamining the lag between western equatorial surface wind forcing and cold tongue SST response. We then assess to what extent CMIP5 models are able to simulate the zonal mode and how this is related to their mean state biases. To our surprise, some models are able to reproduce at least some aspects of observed variability despite their substantial mean state biases.

The observational data and model output used in this study are described in section 2. Mean state biases are the focus of section 3, while interannual variability is examined in section 4. Section 5 discusses our results regarding mean state and interannual variability of the equatorial Atlantic. Section 6 presents our conclusions.

2. CMIP5 and observational data sets

We use model output from the CMIP5 integrations. Since we are investigating natural variability our emphasis will be on the pre-industrial control simulations (ex-
periment piControl) with climatological greenhouse gas forcing corresponding to pre-industrial values. Comparing these to present day observations introduces a small error due to the different greenhouse gas concentrations. Due to the severity of the biases, this error is negligible in most models. Where the error is not negligible it tends to make the model biases appear slightly less severe than they actually are (see also Richter et al. 2012). At the time of analysis 33 models were available for downloading. Four of these use flux corrections and have been eliminated from some of the analysis, including the calculation of ensemble means and inter-model correlations. We also neglect models with carbon cycle and chemistry if a more basic version exists in the database and is sufficiently similar in terms of its tropical Atlantic simulation. Thus we include, e.g., the Japanese model MIROC-ESM but exclude the version with added chemistry calculations, MIROC-ESM-CHEM. The remaining models are used to calculate two ensemble means. Ensemble MOST includes all the remaining models, while ensemble AN includes only those that achieve a somewhat realistic representation of Atlantic Niños. Table 1 lists the 33 models used in this study and the members of the two ensembles. In some cases, to highlight the differences between AN and other models, we use an ensemble made up of all MOST models except those that are part of AN (MOST-AN).

While our focus is on the pre-industrial control simulations we also consider the atmospheric simulations forced with observed SST (experiment AMIP) in order to analyze the AGCM contribution to coupled model errors.

Model output is compared with several observational datasets. For SST we use the Reynolds optimally interpolated dataset (OISST; Reynolds et al. 2002) for the period 1982-2010. Precipitation for the period 1979-2010 is from the Global Precipitation Climatology Project (GPCP) version 2.2, which is a blend of station and satellite
data (Adler et al. 2003). Surface winds are from the international comprehensive ocean-atmosphere dataset (ICOADS; Woodruff et al. 2010; period 1960-2010), which relies on ship observations. Recently Tokinaga and Xie (2011) have devised a scheme to correct the ICOADS near-surface wind observations for spurious trends due to changes in anemometer height. We use this Wave and Anemometer-Based Sea Surface Wind (WASWind) dataset for both climatology and interannual variability. Thermocline depth is calculated using the World Ocean Atlas (WOA) 2005 climatological ocean temperature (Locarnini et al. 2006).

We also make use of atmospheric and oceanic reanalysis datasets, which have the advantage of providing a gap-free and physically consistent set of variables. On the atmospheric side we use National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al. 1996; period 1948-2010), European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year Reanalysis (ERA40; Uppala et al. 2005; period 1958-2001), and the ECMWF Interim Reanalysis (ERA Interim; Dee et al. 2011; period 1989-2010). For oceanic fields we rely on the Simple Ocean Data Assimilation (SODA) reanalysis (Carton et al. 2000; period 1958-2006).

All datasets were subjected to linear detrending before anomalies were calculated. This is important for the observational datasets, which contain significant trends over the observation period, but also for some of the piControl datasets, which feature spurious trends due to top-of-atmosphere radiative imbalance. Detrending is also necessary for the AMIP simulations since these are forced with observed SST from 1978-2008.
3. Mean state model biases

The starting point of our analysis is the annual mean SST along the equator, averaged between 2°S-2°N (Fig. 1a). For comparison we also show the same field for the CMIP3 models in Fig. 1b (this Figure is identical to the one in RX08, except that the observations are OISST instead of ICOADS). The general impression is that the models continue to suffer from severe equatorial SST biases although the spread seems to have reduced to some extent. Most models feature a zonal SST gradient that is of opposite sign relative to observations. Nevertheless, a few models are able to reproduce the observed SST minimum in the eastern basin around 10°W. These are the BNU-ESM, HadGEM2-CC, HadGEM2-ES, and the MRI-CGCM3. Even those, however, continue to suffer from colder than observed SST in the warm pool region. All models examined are too cold in the west, and most too warm in the east. We note that in addition to the gradient bias, there is also an offset error in the tropical mean SST of a given GCM (Li and Xie 2012), which we do not discuss here.

In terms of seasonal evolution, biases first appear in the equatorial trades in MAM (Fig. 2). The weaker than observed surface wind stress is followed by an erroneous deepening of the thermocline with maximum errors in June. This subsurface temperature anomaly becomes apparent at the surface when upwelling strengthens in boreal summer. The maximum SST error occurs in July, one month after the peak in thermocline depth error. This evolution is consistent with the results of RX08 and underscores the robustness of this mechanism.

As in RX08, the MAM westerly wind bias already exists in the AMIP simulations (Fig. 3) with SSTs prescribed from observations, indicating that one of the root causes for the biases lies in the atmospheric components of the models. Figure 3 suggests that the westerly surface wind bias is related to both deficient precipitation over
the Amazon region and excessive marine precipitation south of the equator. The dry
bias over South America has already been examined in several studies, including
RX08, Tozuka et al. (2011), and Richter et al. (2012). Figure 4a gives a quantitative
summary of this relation by plotting the climatological MAM precipitation averaged
over (70-40°W, 0-5°N, ocean points excluded) versus the MAM equatorial wind
stress over the ocean (40-10°W, 2°S-2°N), with each letter representing one model.
This reveals an approximately linear relation between a model’s north equatorial
Amazon precipitation and its equatorial wind stress. A few models, however do not
seem to follow this relation resulting in a relatively low inter-model correlation of -
0.39. For the coupled piControl runs this correlation is higher (-0.53, not shown),
which is likely due to the error intensification in the coupled GCMs.

The southward shift of the marine ITCZ (Fig. 3) is a well-documented feature
that is common to most GCMs (Mechoso et al. 1995) and occurs in both the Atlantic
and Pacific basins. It is sometimes referred to as the double-ITCZ problem. While the
majority of studies have examined this problem in the Pacific basin (e.g. Lin 2007;
deSzoeeke and Xie 2008; Belluci et al. 2010), a few have also examined its Atlantic
counterpart, e.g. Biasutti et al. (2006). To our knowledge, the impact of the southward
ITCZ shift on the equatorial easterlies has not been discussed in detail. An AMIP in-
ter-model scatter plot of climatological south-of-the-equator precipitation (averaged
from 40°W-10°E, 10-4°S) versus climatological equatorial zonal wind stress (Fig. 5a)
suggests some correspondence between the two fields. Two obvious outliers are the
atmospheric components of MRI-CGCM3 and GISS-E2-R. With these removed the
correlation increases to 0.57 (vs. 0.36 when all models are included). For the coupled
piControl runs the inter-model correlation is 0.60 with all models included (Fig. 5b),
and 0.86 after excluding three outliers (GISS-E2-H, GISS-E2-R, and EC-EARTH).
We further investigate the relation between wind and precipitation by plotting the zonal equatorial wind stress as a function of ITCZ latitude (Fig. 6). piControl simulations are used since they exhibit a wider range of ITCZ variability, due to the freely evolving SST and the longer integration time. Here, ITCZ latitude is calculated for each month of the respective dataset by zonally averaging precipitation from 40°W to 10°E and determining the latitude of the precipitation maximum. The relation is fairly similar in models and the ERA Interim, with the least negative wind stress (i.e. the weakest easterlies) occurring when the ITCZ is located at around 3°S. For some models this wind stress maximum lies closer to or on the equator, e.g. the MRI-CGCM3 (not shown). Note that the zonal wind response is not symmetric with respect to the ITCZ latitude. The equatorial easterlies rapidly intensify as the ITCZ moves north of the equator but remain weak as it moves south of the equator.

The equatorial wind response to ITCZ positions on and north of the equator can be understood in terms of the surface momentum balance (Okumura and Xie 2004; Ogata and Xie 2011). As the ITCZ shifts further north so do the southeasterly trades. Thus meridional winds advect easterly momentum toward the equator and strengthen the equatorial easterlies. This mechanism, however, cannot account for the latitudinal asymmetry of the response. More detailed analysis will be needed to understand this behavior, including consideration of meridional asymmetries of the ITCZ.

The sensitivity of the equatorial winds to the ITCZ latitude suggests that the erroneous southward ITCZ shift in most GCM simulations is intricately linked to the westerly surface wind biases. The erroneous southward shift, in turn, is at least partly independent of the SST biases since AGCMs forced with prescribed SSTs also exhibit this problem to some extent (Fig. 4; see also Biasutti et al. 2006; RX08; Tozuka et al. 2011). In the coupled context the meridional asymmetry of the surface wind response
to the ITCZ location (Fig. 6) may provide a positive feedback that helps to lock the
ITCZ into a south-equatorial position: as the ITCZ approaches the equator from the
northern hemisphere (typically in boreal spring) the equatorial easterlies weaken, there-
reby reducing upwelling and warming SST where the thermocline is shallow. Warmer
SST on the equator, however, facilitates deep convection there, further pulling the
ITCZ equatorward. Once the ITCZ is centered on the equator cross-equatorial surface
winds will be close to zero, thereby shutting off the associated upwelling and cooling
just south of the equator (Philander and Pacanowski 1981). This is somewhat analog-
ous to the WES feedback but relies on equatorial upwelling rather than evaporation as
the feedback link.

4. Observed and simulated interannual variability

4.1. Evaluation of CMIP5 performance

We assess interannual SST variability by performing an EOF analysis. Since the
zonal mode is most active during boreal summer we compute EOFs based on JJA sea-
sonal means. All datasets were detrended prior to analysis. We focus on the models in
ensemble AN and only show the ensemble mean for the remaining models. The first
EOF mode in the HadISST dataset shows positive loadings along the eastern equator
(approximately 20°W-0) and extending southeastward toward the southwest African
coast (Fig. 7). The southeastward branch shows the signature of Benguela Niños,
which are interannual warm anomalies in the Benguela upwelling region (Shannon et
al. 1986; Florenchie et al. 2003). Benguela Niños tend to peak in boreal spring and
commonly precede Atlantic Niños (Florenchie et al. 2003; Luebecke et al. 2010;
Richter et al. 2010). This tendency is documented by the EOF analysis, which cap-
tures the decaying phase of the Benguela Niño. The first EOF mode explains 29% of
the JJA SST variance in the HadISST (Rayner et al. 2003; analysis period 1950-2010).
In the CMIP5 piControl runs some models seem to be able to capture the zonal mode structure in their first EOF (Fig. 7). The Beijing Climate Center and Bergen Climate Center models compare favorably with the observations in terms of both amplitude and pattern. The GFDL and Hadley Centre models capture the pattern fairly well but overestimate amplitude. The MRI model has fairly realistic amplitude but shifts the center too far west and underestimates the Benguela Nino signature. Finally, the Australian ACCESS1-3 model produces too elongated a pattern along the equator. The remaining models (grouped into ensemble MOST-AN) produce an SST pattern that lacks a pronounced equatorial signature and is indicative of basin wide warming. We note that some of the MOST-AN models feature an Atlantic Niño pattern in their second EOF (e.g. CCSM4; not shown), indicating that the zonal mode does exist in those GCMs but is not dominant. Almost all the GCMs examined do not feature a pronounced peak in cold tongue variability outside boreal summer (not shown), though some feature a secondary maximum in November, which is consistent with observations (Okumura and Xie 2006).

For the observations, reanalysis, and ensemble means, we show surface wind and precipitation regressed on the first principal component of SST. Except for ensemble MOST-AN, the patterns show positive precipitation anomalies over the Gulf of Guinea and extending into the coastal regions of Northwest Africa. Both ensemble AN and ERA40 indicate intense surface wind convergence that this is collocated with the center of the precipitation anomalies in the Gulf of Guinea. In the observations, on the other hand, surface wind convergence and precipitation are weaker and shifted further west. All three datasets show westerly wind anomalies on the equator that are indicative of the Bjerknes feedback. The SST, surface wind and precipitation patterns com-
pare relatively well with previous observational studies (e.g. Ruiz-Barradas et al. 2000; Okumura and Xie 2006).

4.2. Preconditioning of the eastern equatorial Atlantic by MAM easterlies

As discussed in the introduction section, the weakening of the equatorial easterlies during boreal spring is an important factor in the development of Atlantic Niños. Richter et al. (2012) have shown that many CMIP3 models feature a strong correlation between MAM zonal surface wind and JJA cold tongue SST anomalies. In the following we examine the preconditioning role of the surface winds in more detail.

Longitude-time sections of seasonally stratified standard deviation along the equator (Fig. 8) indicate a peak of SST variability in June and June/July for ERA Interim and ERA 40, respectively. The equatorial easterlies, on the other hand, are most variable in May. Thus maximum wind variability precedes maximum SST variability, which cannot be explained by the SST-wind component of Bjerknes feedback (i.e. the influence of eastern equatorial Atlantic SST on western equatorial Atlantic winds).

The models show similar patterns of variability (Fig. 8c) but the peak of SST variability occurs in July and extends further westward than observed. The simulated wind stress variability is most pronounced in May, as in the reanalyses, but its maximum is located eastward toward the center of the basin, while the reanalyses produce maximum variability close to the South American coast. Ensemble AN (Fig. 8d) differs from ensemble MOST mostly in amplitude, not in pattern. Thus the models with relatively realistic Atlantic Niños feature stronger variability in both surface winds and SST. The temporal separation between surface winds and SST is more obvious in the models, as the May maximum of wind variability occurs when SST variability is still low.
Motivated by the lag between surface wind and SST variability, we calculate the correlation between MAM zonal surface wind stress in the equatorial Atlantic (40-10°W, 2°S-2°N) and JJA SST in the Atlantic cold tongue region (ACT1; 15-5°, 3°S-3°N) for ICOADS observations, reanalyses, and CMIP5 piControl simulations (Fig. 9a). The reanalysis datasets feature correlations ranging from approximately 0.42 (NCEP reanalysis) to 0.68 (ERA Interim), with the ICOADS observations somewhere in between at 0.53. The high correlation in ERA Interim might be partly due to the particular period (1989-2010). ERA40 and NCEP feature higher correlations when restricted to this period (0.79 and 0.58, respectively), but ICOADS remains low (0.45).

For models, the correlation typically ranges from 0.5 to 0.8, though in some cases it is much lower. The two GISS models, e.g., have a correlation close to 0. This is probably at least partly related to their excessively deep thermocline, which is located at about 80m in the cold tongue region during boreal spring, 20m deeper than the observations suggest (not shown). Another model, EC-EARTH, features a negative correlation (-0.24) though we will not analyze the reasons for this behavior here.

We analyze the evolution of Atlantic Niños through a composite analysis keyed on ACT1 SST. Years for which the JJA SST anomaly exceeds 1.5 standard deviations are chosen for the composites. The ICOADS observations suggest that the weakening of the equatorial westerlies and the warming of the cold tongue SSTs occur almost simultaneously (Fig. 10a), though the wind anomalies drop off before SST peaks. The ERA40 and SODA reanalyses agree with this simultaneous evolution while the ERA Interim reanalysis suggests that surface winds lead by one month.

We categorize Atlantic Niños into two types based on the evolution of surface wind and SST anomalies. The one-stage type features simultaneous evolution of equatorial zonal surface winds, and cold tongue thermocline depth and SST (see Table 3...
for a list of models). In the two-stage type, on the other hand, wind and thermocline
depth anomalies lead SST anomalies by one to three months. These results from the
composites are confirmed by a lagged correlation analysis (not shown).

The ERA Interim composite suggests a two-stage Atlantic Niño with a 1-month
lag between wind and SST, and is therefore at odds with the other observational and
reanalysis datasets. Limiting the other reanalysis datasets to the ERA Interim period
(1989-2010) does not reconcile the differences. This could suggest a problem either
with data quality or the reanalysis model. Studies of individual warm events (see in-
troduction) suggest that both types do occur (e.g. 1984 vs. 1988 as discussed by Car-
ton et al. 1994). Thus compositing might conflate the two types of events. A detailed
analysis of individual events should be performed to resolve this but is beyond the
scope of the present study.

Most models feature two-stage Atlantic Niños. This includes all the models that
are able to capture the structure of equatorial Atlantic variability (see section 4.1) ex-
cept ACCESS1-3. Other models with a one-stage evolution have a very deep ther-
mocline in the eastern equatorial Atlantic (most notably GISS-E2-R and INMCM4),
which might explain their apparent insensitivity to surface wind forcing.

One-stage Atlantic Niños, as seen in the ICOADS, ERA40, NCEP, and SODA
datasets, are consistent with the SST-wind component of the Bjerknes feedback since
the atmospheric winds can quickly adjust to SST anomalies. Oceanic adjustment to
SST induced winds (the oceanic component of the Bjerknes feedback) should take at
least one month as discussed in the introduction. This suggests that one-stage Atlantic
Niños are triggered by local processes (e.g. oceanic Ekman divergence as suggested
by Zebiak 1993), with remotely forced Kelvin waves amplifying the anomalies.
In two-stage Atlantic Niños, on the other hand, wind forcing in the west precedes the SST response. This indicates that these events are triggered by wind anomalies and subsequently amplified by the atmospheric component of the Bjerknes feedback. Some models feature a lag between wind and SST that is longer than one month. This cannot be explained by Kelvin wave propagation alone. Rather it suggests that the Kelvin wave signal acts to precondition the cold tongue region by deepening the thermocline (as suggested, e.g., by Hormann and Brandt 2009). The long delay time can be explained by the climatological cycle of upwelling cold tongue region, which rapidly intensifies in May and June. A westerly wind burst in April, e.g., will deepen the cold tongue thermocline in May, but its SST expression might not appear until June when upwelling intensifies. This is analogous to the bias evolution discussed by RX08. The mechanism implies that the delay between wind stress forcing and SST response is closely tied to the timing of the wind burst in relation to the seasonal cycle.

4.3. Variability of the ITCZ latitude and its role in Atlantic Niños

In section 3 we have shown that equatorial westerly wind biases are closely related with a southward shifted ITCZ in the climatological sense. Thus models with strong precipitation south of the equator also feature serious westerly biases on the equator in boreal spring. Here we would like to examine whether this relation also plays a role in interannual variability in either observations or GCMs. The Atlantic Niño composites (Fig. 10) indicate a close correspondence of south-equatorial precipitation anomalies and westerly wind anomalies on the equator in the ERA Interim reanalysis. The piControl simulations show a similar relation between the two fields (Figs. 10ef).

To obtain a more comprehensive view of the dynamics associated with south-equatorial precipitation anomalies, we composite anomalies of precipitation, surface
wind vectors, and SST on equatorial westerly wind anomalies exceeding 2.5 standard
deviations during boreal spring (MAM). The AN ensemble mean over composites
(Fig. 11b) shows a precipitation dipole with positive values south of the equator be-
tween 30°W and the African coast, and negative values to the west and north. The
precipitation anomalies are accompanied by a weakening of the South Atlantic sub-
tropical high, as evidenced by the cyclonic surface wind anomalies (Fig. 11b). Close
to the equator, northwesterly surface wind anomalies are prominent. Overall, the
structure is quite similar to the mean state biases in the AMIP runs (Fig. 3) except that
continental signals are weak and that the south-equatorial lobe is shifted to the east. In
the ERA40 reanalysis there is some indication that southward shifts of the Atlantic
ITCZ are linked to dry anomalies over northern South America and the eastern tropi-
cal Pacific between 0-10ºN (Fig. 11a). Such a link is not evident in the GCM ensem-
ble mean (Fig. 11b) though it does feature to some extent in individual models (not
shown). Thus the GCM analysis does not indicate that continental precipitation has a
dominant influence on interannual south-equatorial ITCZ excursions and concomitant
westerly wind anomalies.

The ensemble mean SST anomaly pattern in Fig. 11a indicates cooling (warming)
north (south) of the equator, consistent with the precipitation anomalies and indicative
of the meridional gradient mode. The ERA40 reanalysis (Fig. 11a) presents a qualita-
tively similar picture. Thus both reanalysis and GCMs suggests a link between the
meridional and zonal mode, in which a pre-existing meridional SST gradient in boreal
spring shifts the ITCZ and trade wind system southward, thus inducing westerly wind
anomalies on the equator. This, in turn, deepens the eastern equatorial thermocline
and sets the stage for an Atlantic Niño in boreal summer. Such a mechanism has been
discussed by Servain et al. (1999, 2000). A simple correlation of MAM meridional
mode and JJA zonal mode indicates relatively weak values for observations and rea-
analyses that range from 0.3 to 0.4 (Fig. 9b). In the piControl runs this correlation
tends to be higher, particularly for the AN models.

Note that there is no clear correspondence between the spatial patterns of precipi-
tation and SST anomalies. While the precipitation anomalies are most pronounced in
the center of the basin, the SST anomalies tend to be closer toward the African coast
both north and south of the equator. Certainly, the mean state SST plays an important
role in shaping the pattern of precipitation anomalies; sensitivity of precipitation will
be weak where SST is below the threshold for deep convection.

5. Discussion

5.1. Mean state biases

Our analysis of CMIP5 model performance in the tropical Atlantic indicates that,
over all, improvement since CMIP3 (RX08) has only been modest. In fact, the en-
semble mean biases (Figs. 2 and 3) appear almost identical to those discussed by
RX08 in terms of both pattern and magnitude. One should keep in mind that the mod-
el sets in RX08 and the present study are different so that comparing the two ensem-
bles can give only a rough impression of the improvement (or lack thereof) since
CMIP3. In fact, the Hadley Centre and MRI models have achieved substantial im-
provement over respective earlier versions and eliminated a significant portion of
their equatorial Atlantic biases. Apart from these two CMIP5 models, there have re-
cently been two other coupled GCMs with a rather realistic representation of the trop-
ical Atlantic mean state (see Richter et al. 2010 and Tozuka et al. 2011 for results
from these models). This suggests that tropical Atlantic biases can be overcome even
in the absence of fundamental changes in terms of parameterization approach or reso-
lution (see also Wahl et al. 2011). Despite these few positive developments the overall lack of progress is somewhat disappointing. The reason might be related to the fact that many modeling centers have focused their CMIP5 efforts on adding new components, such as dynamic vegetation, chemistry, and carbon cycle, in order to perform the required experiments. It remains an open question if mean state biases have a substantial impact on climate projections but if so it might be crucial to intensify efforts on improving basic model performance before adding complexity. Another obstacle to progress in the tropical Atlantic might be that its problems are, in some sense, opposite to those in the tropical Pacific. Most models underestimate cold tongue SSTs in the Pacific while severely overestimating them in the Atlantic. Likewise, the equatorial easterlies are overestimated over the Pacific but underestimated over the Atlantic. Thus attempting to remedy problems in one basin can easily exacerbate them in the other. Modifications designed to reduce the Pacific equatorial easterlies, e.g., are likely to also reduce them over the Atlantic and thus further worsen SST biases there.

The seasonal evolution of surface wind, thermocline depth, and SST biases in the equatorial Atlantic (Fig. 2) is similar to that found by RX08 and thus suggests that a similar mechanism is responsible for the biases: surface winds in boreal spring deepen the eastern equatorial thermocline and thus increase subsurface temperatures. This reduces SST cooling during the main upwelling season in boreal summer. RX08 found that the surface wind biases already exist in uncoupled AGCMs forced with observed SST, and that they were related to both continental and oceanic precipitation biases. While RX08 and Richter et al. (2012) examined the role of continental precipitation biases, here we propose an additional mechanism that emphasizes the role of the erroneous southward shift of the marine ITCZ. Both problems appear to originate in the atmospheric model components but the surface wind biases appear to be more
directly linked to ITCZ latitude than to continental precipitation. Doi et al. (2012) report similar results for two versions of the GFDL coupled GCM.

While we have emphasized here the role of the atmospheric model components in generating coupled model biases, this does not mean we discount other error sources. Rather we have followed one promising lead but other model shortcomings, such as e.g. diffuse thermoclines in the oceanic components, are likely to contribute and should be studied carefully.

5.2. Interannual variability

Despite substantial mean state biases several models are able to reproduce observed equatorial variability to some extent, including pattern, magnitude, preferred occurrence in boreal summer, and duration of the event (see Fig. 10). This represents a substantial improvement over CMIP3 models, most of which failed to represent the zonal mode adequately (Breugem et al. 2006). Of course, room for improvement remains even for the more successful models. A common difference between observations and models is that the latter produce maximum zonal mode variability in July or August, which is 1-2 months later than observed. This delayed onset is paralleled by the cold tongue thermocline depth, which reaches its annual minimum 1-2 months later than observed (August/September vs. July; not shown). As RX08 and the present study show, the thermocline depth evolution is very sensitive to western equatorial wind stress forcing, which in turn relates to the latitude of the ITCZ (see section 3). Latitude-time sections of precipitation and wind stress (Fig. 12) indicate that the latitudinal migration of the western Atlantic ITCZ is much more pronounced in the models than in observations. In observations the range is 0-8°N (April vs. August), while in the coupled model ensemble average it is 6°S-8°N (March vs. September). From May to June the simulated ITCZ jumps from a south-equatorial to a north-equatorial
position, which is accompanied by a strong increase in equatorial easterlies. Thus the
exaggeration of the ITCZ latitude range might contribute to the delayed onset of sim-
ulated cold tongue season and interannual variability.

While the simulated interannual SST variability in some models compares fairly
well with observations, its relation to equatorial surface wind forcing appears to be
different from that observed. In the models the evolution of Atlantic Niños occurs in
two distinct phases. In the first phase westerly wind anomalies deepen the thermocline
in the eastern equatorial Atlantic. In the second phase the subsurface temperature
anomalies are brought to the surface by seasonal upwelling. This two-phase evolution
typically involves a 1-3 month delay between surface wind anomalies and maximum
SST response. Observations and reanalyses, on the other hand, suggest a one-phase
evolution of Atlantic Niños, in which westerly wind, thermocline depth, and SST
anomalies increase more or less simultaneously (in a monthly average sense). This
might imply a deficiency in the simulated mechanism for interannual variability, like-
ly related to the delayed cold tongue onset. On the other hand, it is possible that sur-
face wind observations do not provide enough spatio-temporal coverage and accuracy
to depict the evolution of Atlantic Niños. In addition, a recent study by Richter et al.
(2012) suggests that there are large differences among observed events in terms of the
evolution of wind and SST anomalies, with some events featuring a well-defined two-
phase evolution. Such differences cannot be captured by compositing and will require
a more detailed analysis.

6. Conclusions

We have investigated the mean state and interannual variability of the equatorial
Atlantic simulated by GCM simulations participating in the CMIP5 intercomparison.
Mean state biases continue to pose a serious problem for most (though not all) of the
coupled GCMs analyzed here. The seasonal evolution of model biases follows the
same pattern as discussed for CMIP3 (RX08), which involves weakening of the equa-
torial easterlies in boreal spring, subsequent deepening of the eastern equatorial ther-
mocline, and maximum cold tongue SST bias during the boreal summer upwelling
season. MAM surface wind biases are incipient in the atmospheric model components
forced with observed SST. They are associated with precipitation biases over the ad-
jacent landmasses and a southward shift of the marine ITCZ. Particularly the ITCZ
bias is closely linked to equatorial winds both in terms of inter-model spread and inter-
nannual variability.

Regarding interannual variability, we find that despite their mean state biases
several GCMs show reasonable performance in reproducing observed patterns, ampli-
tude, and phase locking of SST anomalies. Thus mean state biases do not necessarily
preclude interannual equatorial Atlantic variability with realistic features. The simu-
lated phase relation between surface wind and SST anomalies features a 1-3 month
lag between the two fields when warm events are composited. This does not show in
the composites of observations and reanalyses where these fields vary more or less
simultaneously.

In both models and observations, Atlantic Niños are associated with south-
equatorial excursions of the marine ITCZ, which are accompanied by northwesterly
surface wind anomalies on the equator. The wind anomalies, in turn, can induce warm
SST anomalies on and just south of the equator through their influence on oceanic
upwelling. This suggests a positive feedback for the development of interannual SST
anomalies. Since the ITCZ position is also dependent on the more remote subtropical
Atlantic SST north and south of the equator, there is an obvious pathway for the meri-
dional mode to influence the zonal mode.
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Captions

A. Tables

Table 1. Coupled GCMs analyzed in this study. The second and third columns list the models selected for ensemble MOST and AN, respectively.

Table 2. AMIP GCMs analyzed in this study. Column two shows the names of corresponding coupled counterparts in piControl. Column three indicates which models are included in ensemble AMIP.

Table 3. AMIP GCMs analyzed in this study. Column two shows the names of corresponding coupled counterparts in piControl. Column three indicates which models are included in ensemble AMIP.

B. Figures

Fig. 1 Climatological annual mean SST along the equator averaged between 2°S-2°N for a CMIP5 pre-industrial Control simulations, and b CMIP3 pre-industrial Control simulations. The thick black line in both panels shows the OISST observations, the thick green line the ensemble average.

Fig. 2 Longitude-time sections of biases in SST (shading; K), surface wind stress (vectors; reference vector 0.2 Nm-2×E-1), and 20°C-isotherm depth (contours; interval 5 m) for the pre-industrial control simulations. All fields are meridionally averaged from 2°S to 2°N. Biases are in relative to OISST (SST), ICOADS based WAS-
Wind (surface wind stress), and World Ocean Atlas (20°C-isotherm depth). The panels show ensemble averages over a nearly all models, and b models with a relatively realistic representation of Atlantic Niños. See Table 1 for a definition of the model ensembles.

Fig. 3 Climatological MAM biases of precipitation (shading; mm d⁻¹), and surface wind stress (vectors; reference vector 0.2 Nm⁻²xE⁻¹) for a model ensemble of AMIP simulations. See Table 1 for a definition of the ensemble. Biases are with respect to GPCP precipitation and WASWind surface wind stress.

Fig. 4 Intermodel scatter plot of MAM precipitation averaged over the equatorial Amazon region (70-40°W, 0-5°N) and MAM equatorial surface zonal wind stress (averaged over 40-10°W, 2°S-2°N). Each letter corresponds to one dataset. “a” and “b” mark the observations and ERA40 reanalysis, respectively. Observations are GPCP precipitation and WASWind zonal wind stress. The black line shows a linear regression fit. Correlation coefficient and its square are displayed in the lower left.

Fig. 5 Intermodel scatter plots of climatological MAM precipitation south of the equator (40°W-10°E, 10-4°S) and MAM equatorial zonal surface wind stress (40-10°W, 2°S-2°N) for a AMIP simulations, and b pre-industrial control simulations. The regression line calculations exclude outliers (“e”, “j”, “s” for panel a, and flux-corrected models and “k”, “r”, “s” for panel b). Correlations are displayed in the lower right and upper left for panels a and b, respectively. Observations (letter “a”) are based on GPCP precipitation and WASWind zonal wind stress.
**Fig. 6** Equatorial surface zonal wind stress (averaged over 40-10°E, 2°S-2°N) as a function of ITCZ latitude for a the ERA Interim reanalysis (left panel), and b the pre-industrial control MOST ensemble. ITCZ latitude was calculated based on monthly mean precipitation and used to composite the concomitant zonal wind stress index. See text for details. The blue shading in panel b indicates the 95% confidence level based on the inter-ensemble variance.

**Fig. 7** First EOF of seasonally averaged JJA SST (shading; K) in the HadISST, ERA40, ensemble AN, MOST-AN, which excludes AN models, and individual AN members (bottom two rows). The PC was normalized such that the EOF indicates amplitude. The respective explained variance is indicated at the top of each panel, except for ensemble means. The upper two rows additionally show surface wind (vectors; reference 0.5 m s-1 per standard deviation) and precipitation (contours; interval 0.3 mm d-1 per standard deviation) regressed on the principal component of the first SST EOF.

**Fig. 8** Longitude-time sections of interannual standard deviation of SST (shading; K), and surface zonal wind stress (contours; interval 0.2 Nm-2×E-2). Both fields are averaged from 2°S to 2°N. The individual panels show a ERA Interim reanalysis, b ERA 40 reanalysis, c ensemble MOST-AN, and d ensemble AN.

**Fig. 9** Correlation calculated for observations, reanalysis, pre-industrial control simulations for the following anomaly fields. a MAM equatorial surface zonal wind stress (averaged over 40-10°E, 2°S-2°N) and JJA cold tongue SST (15-5°W, 3°S-3°N), and b JJA cold tongue SST and MAM meridional SST gradient (30°W-10°E,
18-6°S minus 80-10°W, 6-18°N. Models belonging to ensemble AN are marked with a blue rectangle.

**Fig. 10** Composite evolution of anomalous surface zonal wind stress (40-10°E, 2°S-2°N; green line), SST (15-5°W, 3°S-3°N; blue line), 20°C-isotherm depth (15-5°W, 3°S-3°N; orange line), and precipitation (40°W-10°E, 10-4°S; red line). The criterion for compositing was based on 1.5 standard deviations of JJA SST in the cold tongue region (15-5°W, 3°S-3°N). All fields have been normalized by their respective standard deviations. The panels show a ICOADS, b ERA40, c ERA Interim, d SODA, e the ensemble average over models with one-stage Atlantic Niños, and f the ensemble average over models with two-stage Atlantic Niños (see text for details).

**Fig. 11** Anomalies of precipitation (shading; mm d⁻¹), surface winds (vectors; reference 2 m s⁻¹), and SST (contours; interval 0.2 K), composited on MAM surface zonal wind anomalies along the equator (40-10°W, 2°S-2°N) that exceed 2.5 standard deviations. The panels show a ERA40 reanalysis, and b ensemble AN.

**Fig. 12** Latitude-time sections of climatological precipitation (shading; mm d⁻¹) and surface wind stress (vectors; reference 5 Nm⁻²E⁻²) averaged between (40-30°W). The panels show a GPCP precipitation and WASWind surface wind stress, b ERA Interim reanalysis, c ensemble MOST, d ensemble AN. The orange contour lines in panels b, c, and d show the precipitation difference with the GPCP climatology.
## A. Tables

<table>
<thead>
<tr>
<th>model</th>
<th>ensemble MOST</th>
<th>ensemble AN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1-0</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ACCESS1-3</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>bcc-csm1-1</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>CanESM2</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>CCSM4</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSIRO-Mk3-6-0</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>EC-EARTH</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>FGOALS-g2</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>FGOALS-s2</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>FIO-ESM</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>GISS-E2-H</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>HadGEM2-CC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>inmcm4</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPSL-CM5A-MR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPSL-CM5B-LR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC4h</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>MIROC5</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-MR</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>NorESM1-ME</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Coupled GCMs analyzed in this study. The second and third columns list the models selected for ensemble MOST and AN, respectively.
<table>
<thead>
<tr>
<th>model</th>
<th>piControl counterpart</th>
<th>ensemble AMIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>bcc-csm1-1</td>
<td>bcc-csm1-1</td>
<td>x</td>
</tr>
<tr>
<td>CanAM4</td>
<td>CanESM2</td>
<td>x</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>CNRM-CM5</td>
<td></td>
</tr>
<tr>
<td>CSIRO-Mk3-6-0</td>
<td>CSIRO-Mk3-6-0</td>
<td></td>
</tr>
<tr>
<td>EC-EARTH</td>
<td>EC-EARTH</td>
<td></td>
</tr>
<tr>
<td>FGOALS-s2</td>
<td>FGOALS-s2</td>
<td>x</td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>gfdl_cm2_1 (CMIP3)</td>
<td>x</td>
</tr>
<tr>
<td>GFDL-HIRAM-C180</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL-HIRAM-C360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>GISS-E2-R</td>
<td>x</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>HadGEM2-A</td>
<td>x</td>
</tr>
<tr>
<td>inmcm4</td>
<td>inmcm4</td>
<td>x</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>IPSL-CM5A-LR</td>
<td></td>
</tr>
<tr>
<td>MIROC5</td>
<td>MIROC5</td>
<td>x</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>MPI-ESM-LR</td>
<td>x</td>
</tr>
<tr>
<td>MPI-ESM-MR</td>
<td>MPI-ESM-MR</td>
<td>x</td>
</tr>
<tr>
<td>MRI-AGCM3-2H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI-AGCM3-2S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>MRI-CGCM3</td>
<td>x</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>NorESM1-M</td>
<td>x</td>
</tr>
</tbody>
</table>

<p>| Table 2. | AMIP GCMs analyzed in this study. Column two shows the names of corresponding coupled counterparts in piControl. Column three indicates which models are included in ensemble AMIP. |</p>
<table>
<thead>
<tr>
<th>model</th>
<th>1-stage Niño</th>
<th>2-stage Niño</th>
<th>ensemble AN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1-0</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACCESS1-3</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>bcc-csm1-1</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CanESM2</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCSM4</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSIRO-Mk3-6-0</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FGOALS-g2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FGOALS-s2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FIO-ESM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>inmcm4</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC4h</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC5</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. AMIP GCMs analyzed in this study. Column two shows the names of corresponding coupled counterparts in piControl. Column three indicates which models are included in ensemble AMIP.
**Figure 1**

(a) CMIP5: annual mean along the equator

(b) CMIP3: annual mean along the equator
Figure 2
Figure 4

AMIP: Amazon precip vs. equatorial tau_x

corr = -0.391
R^2 = 0.153
AMIP: south-eq. precip vs. tau_x

precipitation (40W-10E, 10-4S) MAM
tau_x (40-10W, 2S-2N) MAM

corr = 0.570
R^2 = 0.325

CMIP: south-eq. precip vs. tau_x

corr = 0.864
R^2 = 0.747

Figure 5
Figure 9

(a) correlation between MAM tau_x and JJA SST

(b) correlation between MAM meridional SST gradient and JJA cold tongue SST
Figure 10