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1. Parallelization of ocean data assimilation system for
the ES
We have developed a 4D-VAR ocean data assimilation

system which works efficiently on the Earth Simulator (ES).

In our MPI version, domain decomposition is made 1-dimen-

sionally in the latitudinal direction. Besides, as the adjoint cal-

culation needs huge amounts of information from the forward

calculation, we applied some efficiency treatments to the data;

temporal interpolation method and separate preservation of

data for each domain to the disk mounted on each node. The

performance of 4D-VAR ocean data assimilation system was

tested using 1˚ 1˚ global model (Table 1). It measured by

assimilation from first guess run to the 8 cycles of the itera-

tion which include 17 forward integrations for 13 months, 

8 adjoint integrations and 8 conjugate gradient calculations.

One cycle of the iteration can be accomplished within about 

1 hour.

This system has been used to better define the seasonal

change in the state of global ocean. The obtained dynamical-

ly consistent time-varying reanalysis dataset exhibits realis-

tic features of ocean state (Fig. 1), which enables us to clari-

fy not only the distribution of water mass but also its forma-

tion and movement process. 

Table 2 illustrates the performance of a high resolution

North Pacific model (1/4˚) which was measured by 1-year

integration. A high computational speed of 489 GFLOPS

was achieved on the ES.

2. Implement of ice model for coupled system
The sea-ice component of CFES (Coupled Atmosphere-
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We have developed a 4D-VAR ocean data assimilation system which works efficiently on the Earth Simulator (ES). The

performed computational speed of our assimilation system reaches 57.4 GFLOPS in the case with 1˚ horizontal resolution.

This system has been used to better define the seasonal change in the state of global ocean. The obtained dynamically consis-

tent time-varying reanalysis dataset exhibits realistic features of ocean circulations, and enables us to qualify the water mass

formation and movement process. The sea-ice component of the Coupled Atmosphere-Ocean-Sea Ice Model for the ES

(CFES) has been ported to the ocean data assimilation system toward a coupled assimilation system. The sea-ice component

works correctly in the test case with low resolution. As an atmospheric component of the coupled assimilation system, the

Atmospheric General Circulation Model for the ES (AFES) achieved a computational speed of about 27 TFLOPS with the full

configuration of the ES. With AFES on the ES, we performed a set of meso-scale resolving global atmospheric simulations

with the T1279L96 resolution (horizontally 10-km grid size) to succeed to reproduce some realistic phenomena in the atmos-

phere, which cannot be obtained by earlier global models. In addition, adjoint code of AFES is being developed with the use

of a semi-automatic differentiation tool TAF. Now, we continue to develop each component and are going to incorporate them

into a coupled system based on CFES. Pilot experiments with CFES are conducted successfully to exhibit high computational

and potentially physical performance. 
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Ocean-Sea Ice Model for the ES) has been ported to the ocean

data assimilation system. We execute the system with low hor-

izontal resolution in order to examine the computational and

physical performance. The computational domain for the test

runs covers a near-global region extending from 75˚S to 75˚N

with horizontal resolution of 3˚. The surface forcings that drive

the model are the monthly-mean climatologies. Figure 2 com-

pares elapsed time and parallel efficiency between the cases

with different number of processor elements (1, 5, 8, 10, 13

and 25) on the ES. As seen in this figure, increase in elapsed

time due to introduction of sea-ice process is little. Monthly-

mean fields of sea-ice concentration in February and August of

the first model year are shown in Figure 3. The seasonal cycle

of sea-ice distribution especially in the Okhotsk Sea, the

Bering Sea and the Antarctic Ocean is reasonably reproduced.

These results show the sea-ice component implemented in the

assimilation system seems to work correctly. The adjoint ver-

sion of the sea-ice component is going to be prepared.

Table 1  Performance of 1˚ 1˚ assimilation.

integration period
number of assimilation cycles
CPU

 13 months
   8 cycle
 31 CPUs

elapsed time
vectorization ratio
floating point performance

 8.86 hours
 98.6 %
 57.4 GFLOPS

Table 2  Performance of 1/4˚ 1/4˚ model.

integration period
CPU

 1 year
 190 CPUs

elapsed time
vectorization ratio
floating point performance
parallelization ratio

 1.69 hours
 99.1 %
 489 GFLOPS
99.6 %

Fig. 1  Summertime SST distribution; (a) simulation, (b) observation, (c) assimilation.
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Fig. 2  Comparison between the cases with different number of PE (1, 5, 8, 10, 13, and 25) on the ES for the model with

(solid line) and without (dotted line) the sea-ice component; elapsed time (left), parallel efficiency (right).

Fig. 3  Monthly-mean fields of sea-ice concentration obtained from the test run

in February (left) and August (right).
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3. AFES as an atmospheric component
The atmospheric general circulation model (for the ES),

(AFES), an atmospheric component of our coupled assimila-

tion system, achieved a computational speed of about 27

TFLOPS (65% of the peak performance) with the full config-

uration of the ES. This performance was recognized as the

fastest computation in the world, and AFES won Gordon

Bell Award for Peak Performance at Super Computing 2002.

With AFES on the ES, we performed a set of meso-scale

resolving global atmospheric simulations with the T1279L96

resolution (horizontally 10-km grid size), targeting typhoon

genesis, Baiu (Meiyu) frontal zone and wintertime cyclogen-

esis. Figure 4 shows a snapshot of global precipitation field

from the typhoon experiment. It shows that, for example, a

typhoon to the south of Japan, meso-scale tropical distur-

bances and cyclones over the Antarctic Ocean are well simu-

lated. Figure 5 is a magnified picture of Figure 4 over the

Japan-East Asia area. Two typhoons to the south of Japan

and to the southwest of Taiwan can be seen. These typhoons

started appearing around day 5 of the numerical integrations,

and Figures 4 and 5 are for around day 10. This indicates that

typhoons were in a sense self-generated in the AFES simula-

tion. Similar results were obtained for other meso-scale phe-

nomena. Even though verification against the observations

has yet to be done more carefully, it has been shown that

AFES can simulate many aspects of atmospheric circulations

of wide range of spatial scales.

4. Development of the adjoint code of AFES using TAF
An atmospheric adjoint code is the most important com-

ponent of our coupled assimilation system. We have devel-

oped a prototype adjoint code for dynamical component of

AFES with the use of a semi-automatic differentiation tool

TAF. Test runs were performed in T21L20 resolution on 

1 node as a sensitivity experiment. The distribution of the

sensitivity to an artificial fluctuation seems reasonable since

it is consistent with previous studies (not shown).  Now, we

are developing an adjoint code for physical component and

extending it to high resolution system.

5. CFES as a platform for a coupled data assimilation
system
CFES is composed of oceanic general circulation 

model for the ES with sea ice component (OIFES) and

AFES. In CFES framework, each component is linked 

by fully parallelized coupling interface, so that each 

component can run independently. As a result, we are 

able to control parallel performance with changing the 

number of processors for each component. At the same

time, this framework enables us to archive by allowing 

concurrent execution for exchanging data between 

AFES and OIFES. This concurrency entails executing 

all components from time (t) to (t+1) at the same time as

shown in Figure 6. Furthermore, decomposition of data

exchange throughout the coupling has achieved reduction 

of communication costs. In pilot experiments with horizon-

tal resolution of T106 under 1 to 1 grid correspondence

between AFES and OIFES as a forward model of a coupled

data assimilation system, they took about 10 minutes 

for one month integration on 48 nodes of the ES.

Preliminary results after two years integration are show 

in Figures 7 and 8, which present SST and SSS, respective-

ly. Although integration term is too short to validate 

its physical performance, those distributions are reasonable

comparing observed data.

Fig. 4  A snapshot of global precipitat field from AFES T1279L96

typhoon simulation.

Fig. 6  Structure of coupling schemes of CFES. "A", "O" and "coupler"

atmospheric/oceanic, oceanic, and coupling components, 

respectively.Fig. 5  Magnified picture of Fig. 4 over the Japan-East Asia area.
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6. Concluding remarks
We have developed each component of a coupled data

assimilation system. A 4D-VAR global ocean data assimila-

tion system has customized for the use of the ES. This sys-

tem has been used to better define the seasonal change in the

state of global ocean. The obtained reanalysis dataset has

greater information and forecast potential than those

obtained from earlier studies. The sea-ice component has

been ported to the ocean data assimilation system, and 

confirmed to work correctly at the test case with low resolu-

tion. AFES, an atmospheric component in our coupled data

assimilation system, achieved a computational speed of

about 27 TFLOPS with the full configuration of ES. With

AFES on the ES (T1279L96 resolution), we succeed to

reproduce some realistic phenomena in the atmosphere

which cannot be obtained by earlier global models. In addi-

tion, adjoint code of AFES is being developed with the use

of a semi-automatic differentiation tool TAF. These compo-

nents are planed to be incorporated into a coupled system

based on CFES which is highly performed on the ES.
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Fig. 7  Annual averaged SST of CFES after 2 years integration of CFES

with T 106 horizontal resolution.

Fig. 8  Annual mean of SSS after 2 years integration of CFES with T

106 horizontal resolution.
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