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1. The aim of CAMP
Japanese Islands are in a very complex tectonic setting. In

the northeastern part the Pacific plate is descending beneath

the North American plate, in the southwestern part the

Philippine Sea plate is descending beneath the Eurasian

plate, and in the central Kanto area these four plates are

interacting with each other in a very complicated way.

Interaction between the oceanic and the continental plates at

subduction zones produces the periodic occurrence of large

earthquakes, coseismic, postseismic and interseismic crustal

movements, and long-term crustal deformation of the island

arc-trench system. The aim of our program (CAMP: Crustal

Activity Modelling Program) is to develop a physics-based

predictive computer simulation system for the long-term

crustal deformation and the entire earthquake generation

cycles in and around Japan.

2 The total system for crustal activity simulation
In general, the earthquake generation cycle consists of

tectonic loading due to relative plate motion, quasi-static

rupture nucleation, dynamic rupture propagation and stop,

stress redistribution due to viscous relaxation in the

asthenosphere, and restoration of fault strength. The basic

equations governing the entire process of earthquake genera-

tion cycles consists of an elastic/viscoelastic slip-response

function that relates fault slip to shear stress change and a

constitutive law that prescribes change in fault strength with

slip and contact time. The driving force of this system is

observed relative plate motion. In our modeling we use the

slip- and time-dependent fault constitutive law, which con-

sistently explains the slip weakening in high-speed slip, the

log t strengthening in stationary contact, and the slip-veloci-

ty weakening in steady-state slip [1]. Figure 1 shows the

total system of CAMP, which is divided into four main com-

ponents: a crust-mantle structure model, a quasi-static earth-

quake cycle model, a dynamic rupture propagation model,

and a data assimilation software. The complete earthquake

generation cycle model is constructed by combining the

quasi-static model and the dynamic model developed on the

same structure model.

The aim of our program (CAMP; Crustal Activity Modelling Program) is to develop a physics-based predictive computer

simulation system for the long-term crustal deformation and the entire earthquake generation cycles in and around Japan. The

total simulation system consists of a crust-mantle structure model, a tectonic loading model, a dynamic rupture model, and a

data assimilation software. In 2002, by using the Earth Simulator, we have carried out the following works: (1) optimization

and scale-enlargement of a simulation code for quasi-static earthquake cycles at a transcurrent plate boundary and numerical

simulation of tectonic loading on the 1200 km-long San Andreas fault system with it, (2) construction of a 3D standard model

of plate interfaces in and around Japan and optimization of the computation algorithm of viscoelastic slip-response for this

structure model, (3) development and optimization of a BIEM code for dynamic rupture propagation on a 3-D curved fault

system, and (4) development of an efficient parallel iterative solver for symmetric multiprocessor (SMP) cluster architectures

with vector processors. 
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3 Numerical simulation of tectonic loading at the San
Andreas Fault system
For transcurrent plate boundaries we have already devel-

oped the small-scale (L < 120 km) simulation models of

quasi-static earthquake cycles [2] and dynamic rupture prop-

agation, and succeeded in simulating the complete earth-

quake generation cycle by combining them [3]. In 2002 the

simulation code of quasi-static earthquake cycles at a tran-

scurrent plate boundary was vectorized and parallelized by

MPI. Matrix assembly and inversion processes were highly

optimized for parallel computing, and 2-way parallelization

was developed for local operations for parameter points and

data/integral points. Computations with this code for the tec-

tonic loading on a 1200 km-long transcurrent plate boundary

demonstrated good scalability on the Earth Simulator with

up to 64 processors [4]. The snapshots in Fig. 2 show the

distributions of fault slip and shear stress along the simpli-

fied San Andreas Fault system at t = 25 yr (just before the

occurrence of the Parkfield earthquake).

4 Construction of a 3D standard plate interface model
and computation of viscoelastic slip-response
In the case of convergent plate boundaries, although the

basic equations governing the earthquake generation cycle is

essentially the same as those in the case of transcurrent plate

boundaries, the practical modeling is much more difficult,

because of complexity in geometry of plate interfaces. We

constructed a realistic 3D standard model of plate interfaces

in and around Japan by applying an inversion technique to

the ISC hypocenter distribution data [5, 6].

As shown in Fig. 3, the 3D configuration of the plate

interfaces is very complex in the Kanto area, where the

Philippine Sea plate is descending beneath the North

American plate to the northwest along the Sagami trough,

and the Pacific plate is descending beneath the both plate to

the west along the Japan trench. Furthermore, the Philippine

Sea plate is colliding with the North American plate at the

base of the Izu peninsula and running on the Pacific plate 

at its eastern rim. In order to construct the simulation model

of quasi-static earthquake cycles on these plate interfaces,

we need to compute viscoelastic stress changes due to a unit

step slip for this structure model in advance, which is the

most time-consuming part. For this purpose we vectorized
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Fig. 1  Composition of the total system for predictive crustal activity

simulation (M. Matsu'ura).

Fig. 2  The snapshots showing the distributions of fault slip and shear

stress along the simplified San Andreas Fault system at t = 25 yr

(K. Nakajima, C. Hashimoto & M. Matsu'ura).

Fig. 3  The 3D standard model of plate interfaces in and around 

Japan. The plate interfaces are represented by the superposition

of about 50,000 bi-cubic B-splines (C. Hashimoto, K. Fukui &

M. Matsu'ura).
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and parallelized the computation code of viscoelastic 

slip-response.

5 Development of a BIEM code for dynamic rupture
propagation on a 3D curved fault system
For the construction of the simulation model of sponta-

neous dynamic rupture propagation on the 3D curved plate

interfaces, we developed a new computation code by apply-

ing the boundary integral equation method (BIEM) to trian-

gle elements [7]. In this code a spontaneous propagation of

dynamic rupture is computed under a pre-defined fault

geometry, initial stress and constitutive relation. The compu-

tation code has already been parallelized by using MPI

libraries and tuned for scalar processors (e.g., PC cluster). In

order to run this code (tridyn) on the Earth Simulator (ES)

with high performance, the code must be vectorized. Since

the most time-consuming part is the subroutine named

trisub, which computes the kernels and convolutions with

the current slip rate. By this modification, the code runs with

the vectorization ratio of 0.9973 and computation speed of

1.99 GFLOPS. Next, parallelization efficiency is measured

using 1 node (8 CPUs) and 10 nodes (80 CPUs) on the ES.

Since the computation times are 346 s and 45 s, respectively,

the parallelization ratio and parallelization efficiency

become 0.9956 and 0.742, respectively. This result is almost

comparable to that obtained by the PC cluster (0.9942 for

parallelization ratio). Figure 4 is an example of numerical

simulation for dynamic rupture propagation on the Earth

Simulator with this code. Incorporating the output of quasi-

static earthquake cycle simulation into this code, a large-

scale computation of dynamic rupture propagation on the

curved plate interfaces in and around Japan will become pos-

sible, as was done for the transcurrent plate boundary [3].

This will be the next target for the computation on the ES.

6 Development of parallel iterative solvers for SMP
cluster architectures with vector processors
An efficient parallel iterative method for unstructured

grids has been developed on the GeoFEM platform for sym-

metric multiprocessor (SMP) cluster architectures with vec-

tor processors such as the Earth Simulator [8]. The method is

based on a 3-level hybrid parallel programming model,

including message passing for inter-SMP node communica-

tion, loop directives by OpenMP for intra-SMP node paral-

lelization and vectorization for each processing element.

Simple 3D linear elastic problems with more than 2.2 10 9

DOF have been solved by using a 3 3 block ICCG(0)

method with additive Schwarz domain decomposition and

PDJDS/CM-RCM reordering on 176 nodes of the Earth

Simulator, achieving performance of 3.80 TFLOPS. The

PDJDS/CM-RCM reordering method provides excellent

vector and parallel performance in SMP nodes. A three-level

hybrid parallel programming model outperforms flat MPI in

the problems involving large numbers of SMP nodes.
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