
109

Chapter 2  Solid Earth Simulation

Numerical Simulation of Seismic Wave Propagation and
Strong Motions in 3D Heterogeneous Structure

Group Representative

Takashi Furumura Earthquake Research Institute, University of Tokyo, Associate Professor

Author

Takashi Furumura Earthquake Research Institute, University of Tokyo, Associate Professor

Introduction 
Over the past few years very dense arrays of high-resolu-

tion strong ground motion instruments have been deployed

across Japan by NIED, and the combination of the K-NET

and the KiK-net provides more than 1600 strong motion

instruments at a nearly uniform station interval of 10 to 20

km. The development of such a dense array of instruments

means that it is now feasible to visualize the behavior of the

seismic wave propagation from the large earthquakes.

The recent developments of high-performance vector par-

allel computer, the Earth Simulator, promises large-scale

parallel 3D simulation of seismic wave propagation at rea-

sonably higher frequencies to a several hundred kilometers

from the source.

In this report we will combine the seismic observations by

dense seismic array and the corresponding large-scale 3D

simulations to cross-check the effect of source and structures

on the regional seismic wavefield. 

Adaptability to Vector Computing: Higher-order
FDM vs. PSM

We implemented the parallel PSM/FDM code (Furumura

et al., 2002ab) to the Earth Simulator, and examined the

applicability of the PSM and the FDM calculations on such

a vector machine. To confirm the effectiveness of the vector

computing, we also compare the speed with that for scalar

computing by turning off the vector unit using a proper

compiler options. Figure 1(a) illustrates the computation
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time of the FDM calculation using a different order of

approximations (2nd, 4th,...,128th) and that for the PSM

using the 1-D FFT for a real-valued data. It is clear on both

scalar and vector computing that the computation time of

the FDM simulation increase linearly with the length of

FDM operator increase. Whilest the PSM runs almost simi-

lar speed on a scalar machine as the 16th-order FDM. It is

also clear that the FDM simulation accelerates significantly

(over 20 times or more) by vector computing, but the PSM

keeps almost same speed as the scalar computing. This may

because that the butterfly operation used in the FFT is too

complicated to match to the vector operation. It has been

recognized that the PSM is more efficient than the FDM on

scalar computers such as e.g. PC clusters (Furumura et al.,

2003), but it is not applied to the vector computers. We

therefore use higher-order FDM rather than PSM for the

simulation of seismic wave propagations.

Parallel performance of the FDM simulation
The parallel performance of the FDM simulation is rough-

ly estimated by the ratio of data transmission rates (Vc) to

the calculation speed (Vd) on a given processor by

R (Np)=Np/(1+Np* M/Np * 6 *Vd/Vc),

where R is the expected speed-up rate using Np processors,

and M is the order of FDM (M=2,4,8,..) used in vertical direc-

tion (see Furumura et al. 2002a in detail). We obtained
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Vc=855,200Kbyte/s and Vd=78,910Kbyte/s for the Earth

Simulator using a simple benchmark test and a 3D model

(10243 grid model and 4th-order FDM). Figure2c illustrates

the speed-up rate of the parallel computing using 16 to 1024

processors on the Earth Simulator, demonstrating a fairly

good speed-up with large number of processors. It is also

found that the Earth Simulator is roughly ten times faster than

HITACHI SR8000/MPP with same number of processors.

Strong ground motion from the 2000 Tottori-ken
Seibu earthquake 

Large inland (Mw6.6) earthquake occurred at Tottori,

Japan, on 6 Oct. 2000. The ground motion from the earth-

quake was well recorded at 521 stations of K-NET and

KiK-net, so we can visualized the seismic wave field by an

interpolation of seismograms in space and time (Furumura

et al., 2003; Fig. 3a). 

We conduct a numerical simulation of seismic wave propa-

gations using a subsurface structural model of western Japan

and a source model for the earthquake. The simulation model

is 820km by 410km by 128km, which is dicritized by a grid

size of 0.8km in horizontal directions and 0.4km in vertical.

We used a 16-th order staggered-grid FDM in horizontal

directions and 4-th order FDM in vertical direction. The 3D

simulation took a memory of 96GByte and CPU time of about

35 minutes using 16 node (128CPUs) of the Earth Simulator. 

There are good match between the computer simulation

(Fig.3b) and observations, though the simulated surface waves

are slightly underestimated in the amplitude from these models.

The site amplification effect in the sedimentary basins are clear-

ly found, which cause large and long ground motions (120s).

Note that such an amplification and prolong effect in localized

heterogeneities were never reproduced in the previous experi-

ment using a low-resolution model (Furumura et al., 2003).

Fig. 1  Computation time of the FDM and the PSM modeling on the Earth Simulator (a) without vector com-

puting, and (b) using vector unit.

Fig. 2  (a) Multigrid FDM simulation model, (b) hybrid SMP/MPI parallel model, and (c) Speed-up rate of the

parallel computing using large number of processors of the Earth Simulator and the SR8000/MPP.
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Expected ground motions from the Nankai-trough
earthquakes

Long historical documents indicate that huge (M~8)

earthquakes has repeatedly been occurred at the Nankai

trough at an interval of about 90 to 140 years over the thrust

faulting of the Philippine-Sea Plate. The previous events at

Tonankai (Mw7.9) in 1994 and at Nankai (Mw8.1) in 1946

caused severe damage of over 2,500 causalities in western

Japan. So we evaluated the possible scenarios of strong

ground motions expecting for future Nankai earthquakes.

Figure 4a displays the snapshot of strong ground motions

for a expecting Nankai scenario earthquake, assuming that

the fault ruptures occur at Tonankai and Nankai area, simul-

taneously, like the 1707 Houei Nankai Earthquake. We used

the same fault rupture model for the 1944 and the 1946

events for this simulation. Figure 4b shows the potential

impact of this earthquake in terms of the intensity of the

Japan Meteorological Agency (JMA) point 7 scale. 

Conclusion
Although it has long been recognized that the numerical 3D

simulation of seismic waves is too expensive to apply practi-

cally, the recent powerful parallel computers enable realistic

simulation of ground motions in large scale models to several

hundred kilometers and at relatively higher-frequencies over

1Hz. This is shown clearly in examples of shown above.
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Fig. 3  Snapshots of ground motion for the 2000 Tottori-ken Seibu earthquake, (a) Observation from dense array, and (b) Computer

simulations using the Earth Simulator.

Fig. 4  Expected ground motions for a Nankai earthquake scenario. (a) Snapshot of ground motion during the earthquake, and (b) potential impact in

terms of JMA seismic intensities.
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