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Report of the results
In this year, we installed the program for simulating the 3D

mantle convection, the code name of which is 'TERRA', into

the Earth Simulator. The TERRA code is a parallel program

using the MPI communication routine among the cpus and

had been originally developed on and highly optimized for the

Cray vector XMP and YMP machines. Following the devel-

opment of the superscalar architecture of the T3D/T3E Dec

Alpha processors, the code has been optimized on these plat-

forms. This code has already been succeeded in paralleliza-

tion for 512 cpus with 49.1 Gflops on the Cray T3E-900.

The TERRA is a 3D spherical finite element code. 

It solves the equations for momentum and energy balance at

infinite Prandtl number in a spherical shell, with given vari-

ous equations of the state. The TERRA code can contain

many complicated aspects which Earth's mantle convection

has. In particular, the large spatial variations in the strength

of silicate rocks that arise from the variations in temperature

and stress can be treated, which will cause a remarkably

Earth-like solution with plate-like surface movement, and an

amount of toroidal mortion in the surface velocity field simi-

lar to that actually observed. Without using the Earth

Simulator, the resolution so far achieved is as follows. The

horizontal scale at the surface is about 60km with computa-

tional meshs having 65 layers, with about 160 thousands

grid points for each, with a total of about 10 million grid

points. The Rayleigh number should be 10 ~ 100 smaller

than the real Earth value for this resolution. 

The code was successfully installed into the Earth

Simulator without any serious problems. To optimize the

code on the Earth Simulator, we made alteration to the do-

loops included in the code and vectorized it. Then we carried

out the benchmark test for one of the main routines in the

code and achieved the 60% peak performance. Next, to

attain the parallelization ratio necessary for application to

use more than 10 nodes, we improved the code and achieved

more than about 99.96% of the ratio to obtain a temporary

permission to use 64 nodes. The performance of the TERRA

code was dramatically speeded up by using the Earth

Simulator. The TERRA code exceeded the 1Tflops mile-

stone with the 64 nodes on the Earth Simulator. The per-

formance on the Earth Simulator is much faster than on the

Cray T3E machines with the same number of the cpus. The

results of the performance of the TERRA code by the Earth

Simulator are shown in Table 1. When we use 64 nodes, it is

possible to carry out the calculation with the computational

meshs having 257 layers, with about 2.6 million grid points

each for, with a total of about 0.7 billion grid points. It corre-

sponds to the horizontal resolution at the surface of the Earth

to be about 15km. The Rayleigh number can be set to about

10 8 , which is close to the value of the real Earth. We carried

out the calculation of the simple Rayleigh-Benard convec-

tion with 10 8 Rayleigh number, where internal heating, vari-

able viscosity, yield strength and 670km phase transition are

The physical and chemical processes occurring in the Earth's interior are caused by heat transport from the within to the

surface. This heat transport is mainly controlled by  convective motion of mantle materials, and the convection generates den-

sity and temperature anomalies in the mantle. These anomalies can, in principle, be detected by observing anomalies in seis-

mic wave speed. The aim of this study is to construct a new model of the global seismic velocity structure of the mantle and to

simulate the 3D mantle convection numerically. By combining the seismic tomography model with the result of mantle con-

vection simulation, we will propose a new model of global dynamics of the Earth's interior.

In this year, we installed the program for simulating the 3D mantle convection, the code name of which is 'TERRA', into

the Earth Simulator. The installation was successfully done, the code was then optimized. The vector operation ratio and the

efficiency of the parallelization were high enough to overcome the initial limitation for the node number usable in the Earth

Simulator. As a result, the calculation of mantle convection became feasible to carry out with the Earth-like Rayleigh number,

which is an order of magnitude larger than the value used in the conventional 3D simulation. 
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not included. The temperature fields resulted from the simu-

lation are shown in Figures 1 and 2. These results indicate

that the higher the Rayleigh number is, the smaller the flow

structure becomes and the more turbulent flow occurs. These

are consistent with the results by the laboratory experiments

carried out with viscous fluid. Our next plan is to carry out

the calculation of convection by using the Earth-like values

for all the primary physical parameters and including the

realistic silicate deformation law, internal heating, and phase

boundaries. To simulate the mantle convection considering

such many complicated aspects, the higher resolution is

needed so that the TERRA code should be more optimized

on the Earth Simulator with usage of more nodes. By the

simulation under a setting very close to the real Earth, we

hope to simulate the convection involving plate motions, hot

plumes, and subducted slabs, as has been imaged from the

seismic observations.

Number of the processor T3E-600 T3E-900 T3E-1200 Earth-Simulator
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64

128

256

512

5.49

10.4

22.1

42.5

6.62

12.7

26.2

49.1

8.44

16.4

32.3

43 

246

587

Table 1  The performance of the TERRA code in billions of floating

point operations per second (Gflops) on parallel Cray T3E sys-

tems and on the Earth Simulator.

Fig. 1  The temperature field of the Rayleigh number = 10 6.

Fig. 2  The temperature field of the Rayleigh number = 10 8.
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