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1. Introduction
Various phenomena associated with structure formation in

high temperature magnetically confined fusion plasmas, space

and astrophysical plasmas, and also industrial and laser-pro-

duced plasmas, are realized through the complicated nonlinear

interaction among different scale fluctuations. One typical

example in fusion plasma is the so-called "Internal transport

barrier (ITB)", where a prominent thermal inhibition is

revealed in a local thin layer inside the tokamak plasma col-

umn. The strong impact of the ITB's on fusion science is attrib-

uted to the idea that the feature of an efficient thermonuclear

burning plasma should be sustained by such a prominent struc-

ture formation. Those phenomena are dominated by fluctuation

dynamics with different time and spatial scales and are catego-

rized as the characteristics of "Multiple-hierarchical Complex

Plasma (MHCP)". Understanding these phenomena is crucial

not only for academic purposes, but also for fusion energy

strategy. In order to resolve the underlying physical mecha-

nisms, an advanced numerical experiment that reproduces the

phenomena in high accuracy has been highly desired. 

Based on the above idea, we perform large scale simula-

tions of the MHCP using the Earth Simulator (ES), concentrat-

ing our attention on micro-scale turbulent transport dynamics

and macro-scale magneto-hydrodynamic (MHD) events in

high temperature magnetically confined fusion plasmas, and

also on the structure formation realized in natural and/or laser-

driven plasmas where the complicated atomic and relaxation

processes play an important role. We transfer four codes to the

ES, which have been developed at JAERI and NIFS. These

involve two tokamak turbulent transport codes based on the

gyro-kinetic particle model, GT3D and G3DME, a tokamak

nonlinear MHD code based on the fluid model, JMH3D, and a

full particle code for the investigation of natural and/or laser-

produced plasma, EM3DEB.  We perform architectural modi-

fications and proper tuning, so that we can achieve large scale

simulations which extract the high potential of the ES. In the
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following section, we describe the numerical characteristics of

each code and the guideline for the vectorization and paral-

lelization, and the result of the performance tests on the ES.

2. Characteristics of the code, and vectroization and
parallelization on ES
Here, we describe the characteristics and remarks for the

vectorization and parallelization procedures of our code,

GT3D (sec.2.1), G3DMT (sec. 2.2), JMH3D (sec.2.3) and

EM3DEB (sec.2.4), respectively. 

2.1. Gyro-kinetic PIC code for tokamak global turbulent

simulation: GT3D

GT3D is a global gyrokinetic toroidal particle code, which

was developed for studying tokamak anomalous turbulent

transport arising from pressure driven micro-instabilities

such as the toroidal ion temperature gradient driven (ITG)

mode. The code was implemented basically using a finite

element PIC method with an optimized particle loading tech-

nique and the quasi-ballooning mode expansion. In order to

simulate the radial electric field or zonal flows in a toroidal

plasma correctly, a newly developed δf method based on a

Canonical Maxwellian equilibrium distribution was used [1].

As for the parallelization, a particle division method was

used for the particle solver, and a toroidal mode number divi-

sion method was used for the finite element field solver. Since

the code was originally developed for massively parallel scalar

machines (the JAERI Origin3800 system / 768PE) using a

full-flat MPI communication, the parallelization efficiency is

enough to use 512 nodes on the ES. As for the vectorization,

we have tuned the list vector recursive processing, which is

used for a particle assignment on a finite element mesh, by

means of a standard scheme using work arrays. However, the

processing efficiency of this part was limited by that of the

scalar processing of work arrays, and it was ~15%. Since this

part occupies ~40% of the computational cost, the total pro-

cessing efficiency was ~26% by using 64 nodes. According to

Table 1  Measured Performances for GT3D (339M particles, 162 64 mesh, 128 modes)

nodes

32

64

3465.944

1834.814 99.976

99.796

99.757

556.693

1070.965

27.182

26.147

Time peak ratio (%)GFLOPSparallelization (%) vectorization (%)

Table 2  Measured Performances for GT3D (33M particles, 256 1024 modes)

nodes

128

256

512 901.192 99.999 99.672 17649.307 53.861

3531.548

1802.737 99.998

99.675

99.673

4488.293

8841.236

54.789

53.963

time peak ratio (%)GFLOPSparallelization (%) vectorization (%)

the benchmark results in Table.1, the parallelization efficiency

of GT3D is 99.976%, and the corresponding available node

number (the rule of the ES), which is defined as the node num-

ber where a communication cost exceed 50%, is 520.

Although the parallelization efficiency may be improved by

implementing a shared memory inter PE parallelization such

as microtask and OpenMP, the present performance is enough

to perform the target problems, which are considered based on

simulation results on the JAERI Origin3800 system. In the

next FY, we will try the target problems.

2.2. Gyro-kinetic Fourier particle code for micro-scale toka-

mak turbulent simulation: G3DME

G3DME is a semi-local gyrokinetic slab particle code,

which was developed for studying multiple hierarchical scale

plasma turbulence where the ITG turbulence and the short

wavelength electron temperature gradient driven (ETG) tur-

bulence coexist and interact with each other [2]. In order to

treat the orbit effects, in particular, the full finite Larmor

radius (FLR) effct on short wavelength modes, a field solver

was developed using Fourier representation in all directions,

and particles are assigned to each Fourier mode. Since this

scheme do not include the list vector recursive processing,

the code is appropriate for vector processors.

The code was originally developed for vector parallel

machines (the JAERI VPP5000 system / 64PE), and, there-

fore, the processing efficiency is very high ~54%. However,

as for the parallelization, the original scheme with a full-flat

MPI communication, which was designed for ~64PEs, is not

enough to use 512 nodes (4096 PEs) on the ES. Thus, we

have developed a new parallelization scheme, which consists

of the inter PE shared memory microtask and the inter node

MPI communication. As a result, a linear scalability up to 512

nodes was achieved, and the code tuning on the ES has been

completed. According to the benchmark results in Table.1, the

parallelization efficiency of G3DME is 99.998%, and the cor-

responding available node number is 781. In the next step, we



203

Chapter 4  Epoch Making Simulation

will perform preparative simulations which are needed to

determine the numerical resolution of the target problem.

2.3. Tokamak nonlinear MHD code based on fluid model :

JMH3D

JMH3D is a MHD code based on a finite beta fluid model

which is used to study nonlinear dynamical behavior of macro-

scale electromagnetic fluctuations in a tokamak, such as the

internal kink event, ballooning mode and relaxation event [3,4].

Basic equations are numerically solved in cylindrical coordi-

nates with a second-order explicit finite difference scheme and

a fourth-order Runge-Kutta-Gill time advancing scheme. 

JMH3D deals with the dynamics in a three-dimensional

Eulerian coordinate system. Therefore, it is easily paral-

lelized using a flat MPI communication by the domain

decomposition method which is adopted to the rectangular

poloidal cross section. By carefully tuning the code, we suc-

cessfully achieved a vectorization efficiency around 99.7%.

We performed evaluation tests of the code, applying it to a

tokamak disruption problem in consequence of the nonlinear

evolution of the balloning mode.  Here, we employed the

large mesh number of 502 66 502, where the 3rd dimen-

sion on the poloidal cross section is parallelized. We

achieved parallelization efficiency of 99.873% with 8 nodes,

so that the simulation employing 98 nodes (6.3Tflops) is

now available according to the rule of the ES system. The

sustained performance reaches 259.4 GFLOPS, i.e. 51% of

the peak performance, resulting from a high vectorization

ratio. From the above result, we may conclude that a large-

scale simulation having more mesh number is now possible.

In order to increase the number of nodes for a given mesh

number, a 2-dimensional domain decomposition on the

poloidal cross section may be necessary. 

2.4. Relativistic particle code for the investigation of natural

and laser-produced plasma: EM3DEB 

EM3DEB is a fully relativistic electromagnetic 3-dimen-

sional (3D) PIC code, which was developed for studying

complex natural and laser-produced plasmas where various

ionization and relaxation processes play an important role [5].

A 3-dimensional mesh with slab geometry for describing the

electromagnetic field and an explicit finite difference scheme

are used.  A Monte-Carlo based relativistic pairing method is

employed for the particle collision. Furthermore, by introduc-

ing the internal electronic state in each atom with the atomic

number Z and by utilizing the electron-ion pairs already con-

structed in the collision routine, we included the process of

the electron impact ionization and tunneling field ionization.

The code is parallelized using a one-dimensional domain

decomposition using a flat MPI communication. As a char-

acteristic of the mesh based PIC code, a significant amount

of the CPU time is required for the renewal of the particle

index in each processing element (for example, about 52%

of total CPU time). By carefully tuning the indexing method,

we successfully reduced the CPU time down to 39% without

deteriorating the vectorization efficiency. The Monte-Carlo

based collision and ionization routines are also one of key

factors that deteriorates the vectorization efficiency, so that

the interval to call the Monte-Carlo routine has to be careful-

ly optimized.  We performed the performance evaluation of

the code, applying it to a lightning simulation, where the

number of electrons and also the ion charge state vary with

time. A large mesh size of 256x1280x2 is chosen, where the

2nd-dimension is parallelized. The Monte-Carlo calculation

was done every 5 time steps.  We achieved the paralleliza-

tion efficiency of 99.75%, so that the simulation employing

50 nodes (3.2TFlops) is available   according to the rule of

the ES. However, the sustained efficiency stayed at a low

level around 13%, resulting from the vectorization efficiency

around 97.8%. Further implementation of the indexing rou-

tine, where most of the CPU time is exhausted, is necessary.

Furthermore, in order to remove the limitation arising from

the mesh number for a large scale simulation, an extension

to multi-dimensional domain decomposition is also desired.

Table 3  Measured Performances for JMH3D (502 66 502 mesh)

nodes

2

4

8 386.452 99.873 99.642 259.353 50.655

1458.558

745.419 99.859

99.702

99.680

68.649

134.494

53.632

52.537

time peak ratio (%)GFLOPSparallelization (%) vectorization (%)

Table 4  Measured Performances for EM3DEB (144M Particle, 256 1280 2 mesh)

nodes

5

10

1835.882

1002.736 99.746

97.96

97.76

42.284

76.728

13.214

11.989

Time peak ratio (%)GFLOPSparallelization (%) vectorization (%)
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