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Chapter 4  Epoch Making Simulation
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associated with the fluid motion, the dissipativity due to the

viscosity and the non-locality due to the pressure. We call

below such turbulence as "box turbulence". We performed

DNSs of box turbulence by using an alias-free spectral

method. Spectral methods have the advantage over conven-

tional finite difference schemes in the sense that the incom-

pressibility condition, or equivalently the mass conservation

law, is rigorously satisfied by the methods. They have been

in fact preferred because of it accuracy in the studies of

canonical problems, but the resolution in the DNSs based on

spectral methods has so far been limited up to 10243 grid

points. Recently, we could achieve DNSs of box turbulence

up to 40963 grid points on the ES. The DNSs provide us with

indispensable data for turbulence research.

1.1. Optimization and performance of the DNS program

Since the three-dimensional (3D) Real Fast Fourier

1. High-resolution DNS of incompressible turbulence
Direct numerical simulation (DNS) of turbulent flows pro-

vides us with detailed turbulence data that are free from

experimental ambiguities such as the effects of using Taylor's

hypothesis, one dimensional surrogates, etc. However, the

degrees of freedom or resolution necessary for DNS increas-

es rapidly with the Reynolds number. The maximum resolu-

tion is obviously limited by the available computing memory

and speed. The Earth Simulator (ES), with a peak perform-

ance and main memory of 40 TFlops and 10 TBytes, respec-

tively, provides a new opportunity in this respect.

The problem of turbulence of an incompressible fluid

obeying the Navier-Stokes equations under periodic bound-

ary conditions is one of the most fundamental (canonical)

problems in the study of turbulence by DNS. Its boundary

conditions are simple, but it still keeps the essence of turbu-

lence dynamics; the nonlinearity due to the convective effect

High-resolution direct numerical simulations (DNSs) of incompressible turbulence with the numbers of grid points up to

40963 were executed on the Earth Simulator (ES). The DNSs are based on a Fourier spectral method. In DNS based on the

spectral method, most of the computation time is consumed in calculating the three-dimensional (3D) Fast Fourier Transform

(FFT), which requires huge-scale global data transfer and has been the major stumbling block that has prevented truly high-

performance computing. By implementing new methods to efficiently perform the 3D-FFT on the ES, we have achieved DNS

at 16.4 Tflops on 20483 grid points. The DNS provides us with indispensable data for turbulence research. For example, the

data shed light on fundamental questions, such as those on the turbulence energy spectrum, energy dissipation rate, intermit-

tency, etc. The data analysis is now underway.

An engineering application is also performed. The aim is to simulate the aerodynamic noise emitted from wind turbine

blade tips. The simulation of high frequency pressure fluctuations requires the smallest vortical structures in the flow to be

resolved very accurately, which in turn requires a large number of grid points. The noise causing unsteady flow field around a

wind turbine blade was analyzed using Large Eddy Simulation (LES). A simulation with 100 Million grid points was per-

formed on the ES. LES gives us new insight into the physical phenomena causing tip vortex formation and tip noise.
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Table 1  Performance in Tflops of the computations with double [single] precision arithmetic as counted by the hardware monitor on the ES. The

numbers in ( - ) denote the values for computational efficiency. The number of APs in each PN is a fixed 8.
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PNs. The data transposition can be completed with (n
d
-

1) such RMA-transfer operations, after which N x (N/

n
d
) x (N/2) data will have been stored at each target

PN. The 1D-FFT for the 3rd axis is then executed.

We have measured the sustained performance for both

the double-precision and single-precision versions of

the DNS code by using a hardware counter in the ES.

Table 1 shows the sustained performance in Tflops

and the computational efficiency, in which we change

the number N3 as N=128, 256, 512, 1024, and 2048.

The numbers of PNs used in these DNSs are 64, 128,

256, and 512. The maximum sustained performance

of 15.3 Tflops, which corresponds to 48% of the peak

performance, was achieved for the problem size of

20483 with 512 PNs [16.4 Tflops (again the maximum)

was achieved for the same case, according to the eval-

uation based on the analytical expressions of the num-

bers of operations].

The CPU time of the ES for one time step of the

Runge-Kutta-Gill method in single precision for the

run with N=4096 and n
d
=512 was 30.7 seconds.

Simulations of this size are only practicable on the ES.

We estimate that statistically steady state of the turbu-

lence is obtained after at least two eddy-turn-over

times 2T, which costs over 16,000 time steps.

1.2. DNS results

All of the runs, except the one with N=4096, were per-

formed with double-precision arithmetic and continued until

the time t~5T. Single-precision arithmetic was used in the

run with N=4096, except for the 3D-RFFT, and this run was

continued until t~1.5T. The DNSs reveal aspects of turbu-

lence, which have been missed in previous DNSs. Most

importantly, the DNS data present inertial subrange of turbu-

lence, which is much wider than any one so far realized by

DNSs with lower resolutions. Such data can be used to get

new insights or understanding on fundamental questions in

turbulence research.

Among the fundamental questions is the one related to the

well-known k-5/3 energy spectrum by Kolmogorov, where k is

the wavenumber. The DNSs suggest that the energy spec-

Transform (RFFT) accounts for more than 90% of the com-

putational cost of executing the code for DNS of box turbu-

lence by the Fourier spectral method, the most crucial factor

in maintaining high levels of performance in the DNS of tur-

bulence is the efficeint execution of this calculation. 

We achieved a high-performance 3D-RFFT by imple-

menting the following ideas/methods on the ES. (See Ref.1

for the detail.)

(1) Data Allocation: To perform the 3D-RFFT for N3 real-

valued data, say u, we allocated the data to the global

memory region (GMR) of a PN. The size of data set

for u on each PN is (N+1) x (N/n
d
) x N, while that of

the real and imaginary part of the Fourier transform of

u is (N+1) x N x (N/2 / n
d
). Here n

d
is the number of

PNs, the symbol n
i

in n
1

x n
2

x n
3

denotes the data

length along the i-th axis, and we set the length along

the first axis to (N+1), so as to speed up the memory

throughput by avoiding memory-bank conflict.

(2) Parallelization by Microtasking: For efficiently per-

forming the N x (N/2 / n
d
) 1D-FFTs of length N along

the first axis, the data along the second axis is divided

up equally among the 8 APs of the given PN using the

manual insertion of the parallelization directive "*cdir

parallel do" before target do-loops.

(3) Radix-4 FFT: Though the peak performance of an AP

of the ES is 8 Gflops, the bandwidth between an AP

and the memory system is 32 GB/s. This means that

only one double-precision floating-point datum can be

supplied for every two possible double-precision float-

ing-point operations. This causes a bottleneck of mem-

ory access in the kernel loop of a radix-2 FFT and

degrades the sustained levels of performance on the

overall task. Thus, to efficiently calculate the 1D-FFT

within the ES, the radix-4 FFT must replace the radix-

2 FFT to the extent that this is possible.

(4) Data Transposition by Remote Memory Access:

Before performing the 1D-FFT along the 3rd axis, we

need to make the data transposition in such way that

the axis of domain decomposition can be changed

from the 2nd to the 3rd axis. The remote memory

access (RMA) function is used for transferring N x (N/

Nn nd

2048
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512
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512

13.7(0.43)[15.3(0.48)]

11.3(0.35)[11.2(0.35)]

-

-

-

256

6.9(0.43)[7.8(0.49)]

6.2(0.39)[7.2(0.45)]

4.1(0.26)[4.0(0.25)]

-

-

128

-

3.3(0.41)[3.7(0.47)]

2.7(0.34)[3.0(0.38)]

1.3(0.16)[1.2(0.15)]

-

64

-

1.7(0.43)[1.9(0.48)]

1.0(0.26)[1.1(0.28)]

1.0(0.26)[1.1(0.28)]

0.3(0.07)[0.3(0.07)]
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trum in the inertial subrange is fairly close to Kolmogorov's

k-5/3 spectrum. However, the DNSs at the same time show

that the exponent is slightly different from -5/3, unexpected-

ly from DNSs with low resolutions. (See Fig.1.) Another

fundamental question is on the energy dissipation rate in the

limit of high Reynolds number Re. The independence of nor-

malized energy dissipation rate D has been the basic premise

in phenomenology of turbulence and its significance has

been well recognized. Our DNSs demonstrate that D tends to

a constant independent of Re, as Re tends to infinity. (See

Ref.2 for the detail.)

The statistics of the dissipation rate ε per unit mass plays

the key role in many turbulence theories including those by

Kolmogorov. The statistics of the enstrophy ω2 and pressure

p is also the key ingredients of turbulence theories. One of

the simplest and fundamental measures characterizing the

statistics of these quantities is the spectrum of their squares.

By analyzing the DNS data, we found that there exists a

wave number range (inertial subrange) in which the spectra

scale with the wave number k like k-a. Exponent a for p is

about 1.81, which is in good agreement with the value

obtained by assuming the joint probability distribution of the

velocity field to be Gaussian, while a values for ε and ω2 are

about 2/3, and very different from the Gaussian approxima-

tion values. (See Ref.3 for the detail.)

This report was written on the basis of Refs 1-3. The read-

ers may refer them for the details.

2. Simulation of tip vortex flow and tip noise of a
blade using Large Eddy Simulation
An application for modeling of engineering turbulent flow

was also performed as part of this project. The aim is to sim-

ulate the tip vortex flow and its associated tip noise emitted

from rotating blade tips.

The shape of the blade tip has a considerable effect on the

tip noise and thus the overall noise. Blade tip shapes opti-

mized for reduced noise emission would allow a wind tur-

bine to operate at optimum tip speed ratio with increased

energy capture. In this work a blade with finite span is ana-

lyzed using Large Eddy Simulation.

2.1. Computational methods

Aerodynamic noise is caused by the pressure fluctuations

in the flow. Time averaged simulation is the most common-

ly used tool for flow simulation in engineering applications.

However, this method cannot provide time accurate infor-

mation of the pressure fluctuations. LES (Large Eddy

Simulation) is a very promising tool for aeroacoustics as it

can simulate in a time accurate way the small vortical struc-

tures in the flow. It is able to predict turbulent frequency

spectra and the noise generating mechanisms. However, it

requires a large number of computational grid points to

resolve the smallest length scales. An LES code has been

developed and optimized for the Earth Simulator to analyze

the unsteady flow field and noise sources of rotating wind

turbine blades of arbitrary shape and to estimate their

acoustic emissions. In the present work the unsteady fluctu-

ations around a stationary finite wind turbine blade in an

incident flow is analyzed using compressible LES. The

Reynolds number is 200,000, the Mach number 0.3 and the

angle of attack is 4 degrees. Figure 2 shows the computa-

tional grid. The blade is of airfoil section MEL012, a typical

wind turbine airfoil. The grid consists of 255 points in the

chordwise direction, 129 points normal to the blade surface

and 3040 points in the spanwise direction. The total number

of grid points is approximately 100 Million. The computa-

tional mesh in the tip region of the blade is made extremely

fine in the spanwise direction (5 x 10-4 of the chord length)

to accurately simulate the tip vortex and to resolve the noise

causing high frequency pressure fluctuations inside the tip

vortex. The simulation was performed on 10 nodes. It takes

about 3.8 CPU hours per processor to achieve a regular

fluctuation state.

Fig. 2  Computational grid - MEL012 blade

Fig. 1  Compensated energy spectra from DNSs with (A) N=512, 1024,

and (B) N=2048, 4096. Scales on the right and left sides are for

(A) and (B), respectively. (From Ref.2)
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Fig. 6  Future tip shape

2.2. Results

The simulation succeeded in capturing the unsteady lami-

nar separation bubble and turbulent reattachment phenome-

na. The surface pressure distribution obtained by LES agrees

reasonably well with experimental measurements. The tur-

bulent tip vortex and vortical structures in the tip region can

be identified in Fig. 3. Time accurate pressure fluctuations

inside the tip vortex have been obtained by LES. This would

not have been possible using the usual time-averaging flow

simulation. The turbulent flow in the tip vortex is convected

inboard and aft towards the trailing edge. The cross flow

over the blade tip is responsible for the formation of the tip

vortex. Tip noise is thought to be caused by the interaction

of the tip vortex with the trailing edge and by turbulence in

the locally separated flow region associated with the forma-

tion of the cross flow around the tip edge. Tip vortex noise is

of broadband character and is influenced by the spanwise

extent of the vortex. Further simulations of the blade tip will

be performed to fully understand the origin of tip noise.

Figure 4 shows the particle tracks behind the blade. The

structure of the tip vortex can be seen. The broadband aero-

dynamic noise perceived in the far-field is caused by the

fluctuations inside the tip vortex and by the fluctuations gen-

erated when the tip vortex collides with the blade. It is pre-

dicted by simulating the propagation of the pressure fluctua-

tions using LES in the near field and Kirchhoff's integral

method in the far-field, as seen in Fig. 5. Here, the pressure

perturbations also contain contributions from the fluctua-

tions generated by the laminar separation bubble.

Concerning large and fast rotating wind turbines, the contri-

bution by tip vortex fluctuations will be much more pro-

nounced than separation related noise due to lower angles of

attack and higher speeds in the tip region.

In the next stage of this project, a parametric study with

different tip shapes will be performed and the effect of the

tip shape on the broadband noise examined with the aim of

selecting those that produce the lowest acoustic emissions.

Rotational effects will be included. The tip shape shown in

Fig. 6 has been shown in field tests to reduce acoustic emis-

sions of wind turbines. It is presently being simulated on

Earth Simulator. Due to the thin extension a strong leading

edge wake is expected to build up and possibly being able to

disturb the generation of the tip wake. It would be ideal to

design a blade tip shape that reduces the interaction of the

turbulent vortex core with the trailing edge. It is hoped that

the design of optimized tip shapes will lead to reduced noise

emission of future large and fast rotating wind turbines and

to improved public acceptance of wind energy. LES at high-

er Reynolds numbers will be performed in the future. It is

Fig. 3  Vorticity ω
x
Isosurfaces (Color denotes pressure)
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Fig. 4  Particle tracks around tip vortex 

Fig. 5  Instantaneous acoustic pressure perturbation field
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estimated that 3-4 Billion grid points would be required for

accurate simulation of a blade tip at high Reynolds numbers

in order to capture the transition from laminar to turbulent

flow near the leading edge. This would require 100 nodes on

the Earth Simulator and would be a world record in the num-

ber of grid points used for the simulation of a blade.

2.3. Optimization

The current parallel efficiency using 240 Million grid

points is 99.99%. Vectorization ratio is 99.3% with an

average vector length of 253. All repetitive loops are fully

vectorized. MPI is used for inter-nodal and inter-proces-

sor data exchange. Optimized speed-up is achieved by

making the inner loop long for optimal vectorization and

by parallelizing the outer loop. The domain is split along

the blade axis only.
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