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Chapter 2  Solid Earth Simulation

We have developed a new geodynamo simulation code based on the Yin-Yang grid in a spherical shell geometry. It is con-

firmed that the Yin-Yang grid suits well with massively parallel calculations. The sustained performance is 46% on 4096

processors of the Earth Simulator. The Yin-Yang grid has been also applied to the spherical mantle convection simulation in

which effects of internal heating and strongly temperature-dependent viscosity on the global convection pattern are investigat-

ed. We have also improved our original algorithm “ACuTE” for mantle convection simulations and implemented it in a paral-

lel code on the Earth simulator. By the ACuTE mantle convection code, the spatial variation of the thermal conductivity on

the convective planforms in the box mantle convection is investigated.

Keywords: geodynamo, mantle convection, ACuTE method, Yin-Yang grid, multigrid method.

1. Development of High Performance Geodynamo
Simulation Code by Yin-Yang Grid
Recently, we proposed a new grid system for the spherical

geometry [5, 3] named “Yin-Yang grid” that is shown in

Fig. 1. The Yin-Yang grid is a kind of overset grids [1].

Compared with other possible spherical overset grids, the

Yin-Yang grid is simple in its configuration and metrics.

Therefore the implemented code is compact. A family of

Yin-Yang grids is constructed by a special kind of spherical

dissections that divides a sphere into two identical pieces[2].

We have developed a geodynamo simulation code based on

the Yin-Yang grid (Fig. 2). In this code, we apply the vector-

ization in the radial dimension of the three-dimensional arrays

for physical variables in the magnetohydrodynamic (MHD)

equations. The radial grid size is 255 or 511. We adopt the so-

called “flat-MPI” approach, in which MPI is used both for the

inter-node (distributed memory) and for the intra-node (shared

memory) parallel processing. We first divide the whole com-

putational domain into two identical parts or panels that corre-

spond to the Yin grid’s domain and the Yang grid’s domain

shown in Fig. 1(a). In our Yin-Yang geodynamo code,

MPI_COMM_SPLIT is called to split the whole processes into

two groups. (The total number of processes is even.) The

world communicator is stored in a variable named

gRunner%world%communicator, where gRunner is

a nested derived type. For further parallelization within each

component grid, we applied a two-dimensional decomposition

in the horizontal space, colatitude θ and longitude φ. For this

Fig. 1 Basic Yin-Yang grid. The Yin grid and Yang grid are combined

to cover a spherical surface with partial overlap .
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2. Development and Optimization of Algorithm for
the Mantle Convection
The major difficulty in numerical simulations of mantle

convection comes from the extreme rheological properties of

mantle materials. In particular, the computation of the flow

field is very time-consuming, where the velocity and pres-

sure fields are simultaneously calculated from ill-condi-

tioned elliptic differential equations at every timestep. In

order to promote the large-scale numerical studies on mantle

convection, we had proposed a new algorithm, hereafter

called “ACuTE”, for solving the flow field of mantle con-

vection problems [7]. This algorithm iteratively solves the

equations for conservation of mass and momentum for high-

ly viscous and incompressible fluids together with the multi-

grid method. We had also developed a convection model in a

three-dimensional rectangular domain. In FY2003 we

obtained a moderate computational efficiency using

720 × 720 × 320 mesh divisions and 15 processor nodes

(PNs) of the Earth Simulator.

In FY2004, we conducted a further optimization of the

ACuTE algorithm in order to enhance the parallelization [6].

In particular, we improved the parallelization efficiency of

multigrid procedures by a so-called “agglomeration” tech-

nique [10]. As summarized in Figure 3, we apply different

patterns of domain decompositions depending on grid levels.

On fine grid levels, the entire computational domain is

decomposed into subdomains, which are assigned to different

processor elements (PEs). On coarse levels, in contrast, we

give up decomposing the entire meshes into subdomains, and

assign the entire computations to one PE while leaving other

PEs idle. A major benefit of the agglomeration is that no com-

munication is required on grid levels where only one PE is

purpose, we call MPI_CART_CREATE to make a two-dimen-

sional process array with optimized rank order. For the intra-

panel communication, MPI_SEND and MPI_IRECV are

called between nearest neighbor processes. Each process has

four neighbors (north, east, south, and west). The rank num-

bers for the neighbors, obtained by invoking

MPI_CART_SHIFT with the panel’s communicator

gRunner%panel%communicator, are also stored in

gRunner. Communication between two groups (Yin and

Yang) is required for the overset interpolation. This communi-

cation is implemented by MPI_SEND and MPI_IRECV under

gRunner%world%communicator.

The best performance of our Yin-Yang geodynamo code

with this flat MPI parallelization is 15.2 Tflops [4], achieved

by 4096 processors (512 nodes) with the total grid size of

511(radial) × times 514(latitudinal) × 1538(longitudinal) ×
2(Yin and Yang). Since the theoretical peak performance of

4096 processors is 32.8 Tflops, this represents 46% of peak

performance in this case. The high performance of the Yin-

Yang geodynamo code is a direct consequence of the simple

and symmetric configuration design of the Yin-Yang grid.

For geodynamo study, it is necessary to follow the time

development of the MHD system until the thermal convec-

tion flow and the dynamo-generated magnetic field are both

sufficiently developed and saturated. (Initially, both the con-

vection energy and the magnetic energy are negligibly small.)

For the case of grid size of 255 × 514 × 1538 × 2 = 4 × 108

with 3888 processes, it took six hours of wall clock time until

both the dynamo-generated magnetic field and convection

flow energy reached to a saturated, and balanced, level.

Fig. 2 Magnetohydrodynamic thermal convection structure obtained by 3888 processor calculation of Yin-Yang

geodynamo code on the Earth Simulator. The total grid size is 255 (radial) × 514 (latitudinal) × 1538 (lon-

gitudinal) × 2 (Yin and Yang). In this visualization, grid points are reduced by a factor of 1/100. (a)

Columnar convection cells viewed in the equatorial plane. Two colors indicate cyclonic and anti-cyclonic

convection columns; (b) Same data with closer view. 
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involved in computations. By this adaptation of multigrid pro-

cedures, we obtained sufficient vector and parallel efficiency

using up to 64 PNs for the calculations with 1024 × 1024 ×
256 mesh divisions, and achieved 18% of peak performance. 

3. Studies on the Influence of Variable Thermal
Conductivity and Strongly Temperature-Dependent
Viscosity on the Convective Planforms in the Mantle
The physical properties of mantle materials can vary

owing to the ambient conditions such as temperature and

pressure. For example, the viscosity of mantle minerals

varies by several orders of magnitude mainly because of the

temperature change. Much effort has been devoted so far to

the effect of strong viscosity variation on convective plan-

forms. On the other hand, it is also acknowledged that the

thermal conductivity varies approximately by a factor of 10

within the mantle. The effect of its spatial variation,

although modest, has been drawing the attention of the man-

tle convection researchers. In particular, some of recent

works pointed out the importance of the radiative contribu-

tion of thermal conduction, which may be significant for

high temperature.

Here we study the effect of the spatial variation in thermal

conductivity k on the convective planforms in the mantle. A

time-dependent convection in a rectangular box of 3000 km

height and aspect ratio 6 × 6 × 1 is considered. We employed

an extended Boussinesq approximation, where the effects of

adiabatic and viscous heating are included. The viscosity of

mantle materials is assumed to be dependent on temperature

T and depth. We take into account the temperature-depend-

ence of thermal conductivity k, which mimics the effects of

radiative heat transfer expected to be dominant in a hotter

part of the mantle. In FY2004 we carried out several prelimi-

nary calculations using spatial mesh divisions of

512 × 512 × 128. Figure 4 shows the snapshots of the

upwelling regions obtained for the cases with (a) constant

and (b) temperature-dependent thermal conductivity k. When

k is constant (Figure 4a), the overall convection is character-

ized by major upwelling plumes at the center and the four

corners of the domain, and is superimposed by several minor

plumes ascending from the bottom surface due to the bound-

ary-layer instability. When k depends on temperature T

(Figure 4b), in contrast, the major upwelling occurs only at

the center of the domain, and the instability is suppressed

along the bottom surface. Our preliminary calculations sug-

gest that under certain conditions the modest variation in

thermal conductivity can exert significant impact on convec-

tive flow patterns, by stabilizing the boundary-layer instabil-

ity at the bottom surface and by enlarging horizontal spac-

ings of upwelling plumes. These results may imply the

potential importance of the radiative heat transfer on the

occurrence of “superplumes” observed in the Earth’s mantle.

4. Effects of Internal Heating on the Spherical Mantle
Convection
Most of the heat for Earth’s mantle comes from the man-

tle itself, from a combination of radioactive decay of the

heat-producing isotopes and secular cooling of the mantle.

We have studied the effects of internal heating on the mantle

convection heated from the bottom of the three-dimensional

spherical shell. A Yin-Yang grid is used for the spatial dis-

cretization of basic equations governing the Boussinesq fluid

level 8
 (1024x1024x256)

example for 1024x1024x256 mesh problem with 512 PEs
(with 2x32x8 domain decomposition)

restriction
of residuals

level 7
 (512x512x128)

level 6
 (256x256x64)

level 5
 (128x128x32)

level 4
 (64x64x16)

level 3
 (32x32x8)

level 2
 (16x16x4)

level 1
 (8x8x2)

gather
to rank 0

scatter
from rank 0

prolongation
of errors

V-cycle step

compatible with DD
=> activate 512 PEs

512x32x32

256x16x16

128x8x8

64x4x4

32x2x2
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Fig. 3 A schematic diagram of the pattern of domain decompositions together with the course of the stan-

dard V-cycle of multigrid iterations. The dotted blue line indicates a threshold grid level which

divides the entire grid levels into two groups. The grid levels finer than the threshold contain a suf-

ficient number of meshes compared to that of available processor elements (PEs) for parallel com-

putations, while the coarser levels do not. The calculations on the finer grid levels are performed in

parallel using all available PEs, while the calculations on the coarser levels are done using only

one PE with rank 0. 
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convection [12]. The Rayleigh number defined by the bot-

tom temperature Tbot is fixed at Rabot = 107, which is charac-

teristic of the mantles of the terrestrial planets. Without

internal heating, the thermal structure is strongly time-

dependent, driven by narrow, cylindrical upwelling (hot)

plumes surrounding by a network of long downwelling

(cold) sheets. This feature is in contrast with the convective

feature at low Rayleigh number (Rabot < 105) where the con-

vection is nearly steady state [12]. The non-dimensional

internal heating rate is here defined by H ≡ 2 / ,

where is the internal heating rate per unit mass, the

thickness of the mantle, the thermal diffusivity, the spe-

cific heat at constant pressure, and is the temperature dif-

ference of the mantle [11] An end-member case where

H = 20 is shown in Figure 5a. As H is increased, the convec-

tive feature is dominated by the short-wavelength structure

with numerous quasi-cylindrical downwellingsspaced rela-

tively close together. The downwellings are surrounded by

broad and diffuse upwellings of hotter fluid. Internal heating

influences on the scale of convection pattern, especially on

the shape of downwellings; a sheet-like feature is taken over

by a cylindrical feature as the internal heating rate is

increased.

∆T̂

cp̂κ̂
d̂Ĥ 

κ̂ cp̂∆T̂Ĥ d̂

5. Effects of temperature-dependent viscosity contrast 
By the laboratory experiments on silicate rock deforma-

tion, the viscosity of the mantle rheology depends on the

various parameters such as temperature, pressure and stress,

and so on. Among them the temperature dependence has the

strongest effect on the viscosity [11]. The effects of the

temperature-dependent viscosity on mantle convection

have, however, not been systematically studied by the use

of three-dimensional spherical shell geometry. With our

Yin-Yang grid code, we have performed calculations of the

convection with the temperature-dependent viscosity when

Rabot = 106 − 107. Internal heating of the mantle is not taken

into account. The viscosity is here simply defined by

η = exp {−E (T − Tbot)} where E is the non-dimensional acti-

vation parameter, and T is the temperature. The viscosity

contrast across the spherical shell is therefore defined by

γη ≡ exp(E). Our results basically support the previous

results [8]. As γη is increased, the convecting pattern is clas-

sified into the “mobile-lid” regime, the “sluggish-lid”

regime, and the “stagnant-lid” regime, all defined by the pre-

vious two-dimensional study [9]. The moderate viscosity

contrast (γη = 103 − 104) makes the convecting pattern long-

wavelength structures, i.e., the sluggish-lid regime. Our pre-

(a) constant k; t = 2.122 × 10−2 (b) T-dependent k; t = 2.013 × 10−2

Fig. 4 Isosurfaces of the deviation of nondimensional temperature from its horizontal average δT ≡ T −
< T > = 0.05 in a subdomain of 3 × 3 × 1 for the cases where the thermal conductivity k is (a) con-

stant and (b) dependent on temperature T. 

Fig. 5 Snapshots of the temperature field for the cases (a) with internal heating H = 20 and (b) strongly temperature

dependent viscosity γη = 106. Non-dimensional temperatures range from 0 (cold) to 1 (hot) as indicated by color bars.

The isosurfaces of temperature anomaly (the deviation from the horizontally averaged temperature at each depth) show

(a) −0.1 (blue) and +0.1 (yellow), and (b) +0.03 (yellow). 
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vious study have shown that, at Rabot = 106, the convection

pattern comes to be dominated by the degree-two pattern;

the two-cell structure is formed that consists of one sheet-

like downwelling and two cylindrical upwelling plumes

[12]. In contrast, at Rabot = 107, the convection pattern comes

to be dominated by the degree-one pattern; the one-cell

structure that consists of a pair of cylindrical downwelling

plume and cylindrical upwelling plume is formed. This find-

ing indicates that the convecting feature on the sluggish-lid

regime strongly depends on the Rayleigh number, although

their symmetric patterns remain unchanged. The convective

flow pattern that belongs to the stagnant-lid regime emerges

when γη ≥ 105. The characteristic thermal structure has a

short-length scale comparable to the thickness of the mantle.

The convection under the lid is characterized by numerous,

small-scale cylindrical plumes surrounded by sheet-like

downwellings (Figure 5b). The convective flow becomes

weakly time-dependent; upwelling plumes are moving slow-

ly in horizontal directions. This convective feature may be

caused by the Rayleigh-Talor instability at the base of stag-

nant-lid. At γη ≥ 106, the connected network of sheet-like

downwelling reaches the middle to the bottom of the con-

vecting layer. When γη is further increased (γη ≥ 108), this

sheet-like downwelling underneath a rather thick stagnant-

lid completely reaches the bottom boundary of the mantle,

so that we clearly observe large, mushroom-shaped

upwelling plumes to develop the well-arranged convecting

cells. The strongly temperature-dependent viscosity is neces-

sary to reproduce the stagnant-lid that corresponds to the

cold, stiff lithosphere on the terrestrial planets. 

6. Summary
By FY2004, we had devised two numerical methods for

simulations of the Earth’s interior; (a) Yin-Yang grid, and

(b) ACuTE algorithm. The Yin-Yang grid is a new spherical

grid system that can be useful for a broad range of numerical

problems in the spherical geometry. The ACuTE algorithm

enables us to perform efficient and high-speed computations

of the mantle convection problems. In FY2004, we first

refined these two methods with a special emphasis on the

parallel computation on the multiple nodes of the Earth

Simulator. These improvements are implemented in the fol-

lowing three simulation programs developed in this fiscal

year: (i) Yin-Yang geodynamo simulation code (spherical

shell geometry, highly parallelized), (ii) Yin-Yang mantle

convection code (spherical shell geometry, partially paral-

lelized), and (iii) ACuTE mantle convection code (box

geometry, highly parallelized). Running these codes on the

Earth Simulator, we investigated various aspects of the

dynamics of the core and mantle, including (1) magnetohy-

drodynamic convection and the geodynamo process in the

core under low diffusion rates, (2) changes of the global pat-

terns in the spherical mantle convection due to the internal

heating and the strongly temperature-dependent viscosity,

and (3) effects of the spatial variation in thermal conductivity

on the convective planforms in the box mantle convection. 
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