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Chapter 4  Epoch Making Simulation

The Earth Simulator has the highest power ever achieved to perform molecular dynamics simulation of large-scale supra-

molecular systems. Now, we are developing a molecular dynamics simulation system, called PABIOS, which is designed to

run a system composed of more than a million particles efficiently on parallel computers.  To perform large-scale simulations

rapidly and accurately, state-of-the-art algorithms, such as Particle-Particle Particle-Mesh (PPPM) which can compute the

long-range Coulomb interaction accurately and efficiently, are implemented.  PABIOS uses a domain decomposition method

which can achieve high parallelization.  To optimize the load balance among the processors, the dynamic load-balancing algo-

rithm was developed, and the assignment of subcells in the decomposition method for parallel computations to processors was

automatically adjusted during the molecular dynamics simulation.  Moreover, to make up for the insufficient parallel efficien-

cy ratio of the PM calculation of PPPM, we have limited the number of processors which deal with the PM calculation and

assigned the rest of the processors to other calculations.  In order to improve the performance of PABIOS on the Earth

Simulator, the algorithm to calculate short-range interactions (PP interactions) was intensively vectorized.  A benchmark test

was carried out using the system of a RuvA-Holliday junction DNA complex which consisted of 166,177 atoms.  At present,

PABIOS has achieved a parallelization efficiency ratio of 55.0%, and a vectorization ratio of 97.5% even when 15 nodes (120

processors) are used.  As a result, the speed of calculation is about twice as fast as that of last fiscal year.
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1. Introduction
Molecular dynamics (MD) simulation not only provides

dynamic descriptions of molecules on the atomic scale, but

also provides valuable information for the interpretation of

experimental data. The rapid development of computer

power and the elucidation of the structures of biological

macromolecules by X-ray crystallography and other experi-

ments have increased the need for large-scale MD simula-

tions in the field of biology.

One way to achieve large-scale simulations is to utilize

parallel supercomputers such as the Earth Simulator.

The two main strategies that have been used in the paral-

lelization of MD programs are called particle decomposition

(PD) and domain decomposition (DD). In the PD method all

processors know all the coordinates of all the particles in the

system. MD programs such as AMBER [1], CHARMM [2],

GROMOS [3] which were originally designed for serial

computers, have been adapted for use on parallel computers

by using this method. Adapting these programs in this way

is straightforward from the point of view of coding; howev-

er, this method requires extensive communication between

the processors because it collects the data for all the coordi-

nates from all the processors and distributes the particles’

new coordinates to all the processors. In the DD method,

which we have employed, the volume of the physical system

is divided into rectangular subcells with a length longer than

the potential cutoff radius. The main advantage of this

method is that each processor communicates with a limited

number of neighboring processors. The DD method, there-

fore, offers the best theoretical scalability of both memory

use and the amount of communication between the proces-

sors used for MD simulations of large molecular systems on

parallel computers.

We are developing an integrated molecular simulation
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system for biological macromolecules, called PABIOS

(PArallel BIOmolecular Simulator) which is designed to run

a system composed of more than a million particles effi-

ciently on parallel computers.

PABIOS has several special features:

1. Topology of biomolecules

The structure of PABIOS’ program code is optimized

for a system in which the topology of a biomolecular

structure is considered.

2. A variety of force field parameters

At present PABIOS can use both the AMBER force

field and the CHARMM force field. The parameter file

for the topology of biomolecules can be obtained from the

PDB file by using the parameter module in PABIOS.

3. A variety of simulation methods

A variety of simulation methods, such as energy mini-

mization, molecular dynamics, free energy perturbation,

normal mode analysis, principal component analysis and

so on, are included.

4. Algorithm for non-cutoff electrostatic interactions

PABIOS utilizes the Particle-Particle Particle-Mesh

(PPPM) algorithm, which effectively calculates all the

Coulomb electrostatic interactions [4]. This algorithm

reduces the computational time required to calculate the

electrostatic forces from conventional O (N2) to

O (N logN).

5. Input and output compatibility

PABIOS’ input and output file formats are currently

compatible with those used by AMBER [1] and PRESTO

[5] (It will be compatible with CHARMM format in the

future). By using the same molecular dynamics output

format, users can then utilize the many analysis algo-

rithms provided by PABIOS, AMBER and PRESTO.

6. Portability

Written in Fortran90, PABIOS is designed to be easy to

read, modify and extend. Users can easily maintain the

existing code, develop the current algorithms and inte-

grate new ones efficiently.

7. Control files

The control files for running PABIOS are described in

a user-friendly manner.

8. Time-integral algorithms for long time steps

In this fiscal year, we have implemented SHAKE and

RATTLE which allow the time step taken to be larger by

fixing the bond lengths and angles in the system.

9. Time-integral algorithms with high accuracy

In this fiscal year, we have implemented Martina-

Klein-Tuckermann (MKT) algorithm which produces the

correct ensemble thermodynamically.

10. Reducing the amount of communication

In the DD method, the processor assigned to a subcell

needs to evaluate the interactions between the atoms in

the subcell and between the atoms in 26 neighboring sub-

cells. PABIOS employs the method for minimizing com-

munication between processors proposed by D. Brown

[6], which enables the number of processors between

which data must be transferred to be reduced to only 7 of

the neighboring subcells.

11. Dynamic load balance

In this fiscal year, to overcome the load imbalance

associated with irregular atomic distribution, we have

implemented a dynamic load-balancing algorithm. 

12. High performance

PABIOS achieves both a high parallelization efficiency

ratio and a high vectorization ratio. The techniques

employed to achieve such a high performance are

explained in detail below.

2. Dynamic load balance
In PABIOS, the initial data of the atomic coordinates are

distributed into subcells such that the number of subcells

with which each processor deals is as similar as possible.

However, in MD simulations of a system which is heteroge-

neous, when molecules are in vacuum or when molecules

such as water traverse the boundary of the subcells frequent-

ly, one processor may have a heavier load than the others,

and it is this processor which determines the overall parallel

performance. This irregular distribution of atoms in the sub-

cells lowers the efficiency of the parallel MD simulation as

time elapses. Therefore, in parallel computing, it is very

important to optimize the distribution of the load and to min-

imize the communication among the processors.

In our approach to developing the dynamic load-balancing

algorithm, we used an evaluation function which should be

minimized when the total running time of the simulation is

minimized. Let’s suppose Np is the number of processors for

the parallel calculations. We assigned the position of each

cell in the system by using a 3-dimensional vector i. In each

subcell, the value of the weight wi is given by measuring the

calculation time. Let’s suppose the value qi indicates each

processor’s number (from 0 to Np-1). By assigning the set of

{qi} to the whole system, the workload of the system is

determined. In order to optimise the division of space in the

system, the evaluation function H ({qi}) is minimized

In our case, we adopted the following evaluation function:

(1)

where hp is the sum of the weight of the subcells which

processor p deals with.

(2)



243

Chapter 4  Epoch Making Simulation

Then the algorithm of the dynamic load balance implement-

ed in PABIOS is:

1. Select randomly a subcell from {qi}.

2. There are six subcells which have direct contact with the

six surfaces of the subcell. Then count n (from 0 to 6). n

equals the number of subcells which are processed by

processorsother than the processor responsible for the sub-

cell.

(a) if n=0, then there is no contact area with other proces-

sors. Go to 3.

(b) If n>0, then randomly select one of the n , and give it

the number of the processor of the subcell with which

it is in contact. Next, set the processor number as a

candidate q’ for the variable qi .

3. Suppose the value of the evaluation function, in which qi

is set to be q’, is H’, then evaluate the change of the evalu-

ation function between the past and the present, 

∆H = H' − H

(a) if ∆H < 0 : adopt the change, qi = q’

(b) if ∆H ≥ 0 : reject the change

4. Go back to 2.

3. Division of processors for the calculation of PP part
of PPPM and PM part of PPPM
The PPPM method we have implemented has two main

calculations, the Particle-Particle (PP) and the Particle-Mesh

(PM). The PP interactions, which are regarded as short-

range, can be calculated as usual in the DD method. On the

other hand, the PM interactions, which are regarded as long-

range, are approximated in the form of discrete convolutions

on an interpolated three-dimensional mesh of charges. This

method requires 3D fast Fourier transform (3D-FFT) of the

charged mesh to perform the convolution. Owing to the

insufficient parallelization of 3D-FFT and the communica-

tion in the PM calculation, the parallelization efficiency ratio

of the whole PM calculation decreases as the number of the

processors increases. Moreover, there is a limit to the num-

ber of processors which can feasibly be used for the PM cal-

culation due to a limitation on the number of the partitions

into which the mesh can be divided.

To deal with the problem, we have adjusted the number of

processors which deal with the PM calculation and assigned

the rest of the processors to other calculations. We divided

the processors in the parallel calculation into two groups by

using MPI communicator. One group is to be used for the

PM calculations and possibly some PP calculations, while

the other group is to be used exclusively for PP calculations.

This is illustrated in Figure 1.

The algorithm of the dynamic load balance has been

slightly modified as follows:

(3)

Here, wi,PPPM is the weight of the PM calculations and wi is

the weight of other calculations.

4. Vectorization of PABIOS
We have continued to vectorize the PP calculations

because these non-covalent interactions are a time consum-

ing part of an MD simulation. Last fiscal year, we vectorized

the subroutine to calculate the PP interactions in the follwing

way: (The algorithmic structure of the subroutine is illustrat-

ed below.)

do i = 1, i_atom

!CDIR NODEP

do j = i_atom+1, j_atom

IF (distance between i and j < cutoff) then

Calculation of force between i and j

endif

enddo

enddo

Fig. 1 The number of processors which deal with the PM calculation

has been adjusted. COMM_PABIOS: a communicator used

throughout the whole molecular dynamics calculation. The num-

ber of the processors, NPROCS_PABIOS is obtained from

MPI_Comm_size. COMM_PPPM: a communicator used for the

PM calculation. The number of processors is determined by the

input file. The processor-number is ranked from 0 to

NPROCS_PPPM -1 in the COMM_PABIOS. The data transmis-

sion from COMM_PABIOS to COMM_PPPM is used for the

FFT calculation within the PM calculation and the resultant data

from the PM calculation are sent back to COMM_PABIOS. In

this Figure, NPROCS_PABIOS=6, NPROCS_PPPM=4.

p3m_pm_start

p3m_pm_stop

PE0 PE1 PE2 PE3 PE4 PE5

PP →PM transmission

PM →PP transmission

PM calculation

PP calculation

Time

COMM_PABIOS

COMM_PPPM
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Vectorization can be carried out in a straightforward man-

ner by adding a vectorization directive, !CDIR NODEP, at

the innermost do-loop when the inntermost do-loop is inde-

pendent of the outer do-loop.

Actually, in this simple method, the assessment of

whether the IF statement is true or not takes time, and the

length of the vectorization of the inner do-loop is rather

short. In order to reduce the amount of computer time spent

rejecting the pairs which are beyond the potential cutoff

range, and increase the length of vectorization, we employed

a technique in which a list of interaction pairs is constructed

by searching for the interactions which are within the range

of r_list which is slightly larger than the cutoff. Then the

algorithm has the following form:

Do all subcells

Do inter =1, Number of interactions

i = ilist(inter)

j = jlist(inter)

If (distance between i and j < cutoff ) then

Calculation of force between i and j

Endif

End inter loop

Enddo: cell

The length of the do-loop is much longer than that of the

inner do-loop in the former algorithm. This enables us to

achieve high vectorization. During the evaluation of the

interactions, only the atomicpairs from the neighbor list are

considered. However, vectorization of this do-loop is rather

more difficult than that of the double do-loop in the original

algorithm because the identical atoms registered in the list

can access the CPU memory simultaneously which is not

allowed by the vectorization calculation. We have avoided

this problem by using a work array. The increase in memory

requirement caused by using a work array is not particularly

significant.

Due to the diffusion of molecules, the list of interactions

should be reconstructed from time to time as the simulation

progresses. In our case, however, the construction of the list

does not take much time if a merge region of about 1Å from

cutoff is used. Then, rebuilding the list every 10 or 20 time-

steps is enough.

5. Performance of PABIOS on the Earth Simulator
We have carried out a benchmark test of PABIOS on the

Earth Simulator. The physical system for this test was cho-

sen to be RuvA-Holliday junction DNA complex, as shown

in Figure 2. The size of the system was 114.5 Å × 114.5

Å × 114.5 Å, and the cutoff length for the van der Waals

interactions was chosen to be 9Å. On the basis of the cutoff

length the system was divided into 12 × 12 × 12 = 1,728

subcells.

5.1. Dynamic Load balance

After optimizing the load balance over the calculation of

1,000 steps, we performed the MD simulations and meas-

ured the running time over 1,000 steps. The effect of the

load balance was measured on 10 nodes (80 processors) as

shown in Figure 3. The horizontal line indicates the number

of processors used for the PM calculation. The time taken to

complete the calculation when the load balance was used

was 167.5 seconds, a decrease of 9.6 seconds on the previ-

ous non-load balance algorithm, which took 177.1 seconds

(5.4% improved). Moreover, by restricting the number of

Fig. 2 The system for the benchmark test is RuvA - Holliday junction

DNA complex, which is a biomolecular complex consisting of

four strands of DNA and four protein molecules which executes

recombination of homologous DNA strands. The size of the sys-

tem and the number of atoms in the system are 114.5 Å × 114.5

Å × 114.5 Å and 166,177 atoms, respectively.

Fig. 3 The blue line represents the total real time (in seconds) of the MD

simulation using 80 processors. The number of steps was chosen

to be 1,000. The optimized number of processors for PM is 40.

The yellow and red bars represent the number of subcells which

0th and 79th processors deal with respectively.
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processors used for the PM calculation to 40, a minimum

time of 144.5 seconds was achieved (18.4% improved). The

number of subcells which 0th and 79th processors deal with

is shown in yellow and red respectively. At 40 processors for

the PM calculation, the number of subcells which processors

for the PM calculation deal with is 0, indicating that the

other processors were entirely responsible for calculating the

PP calculation. When the number of processors for the PM

calculation decreases below 40, the total time for the whole

calculation starts to increase. This is because the PP calcula-

tion becomes faster and the PM calculation becomes slower;

therefore, the data communication between PM and PP halts

until the PM calculation has finished.

5.2. Parallelization

A parallelization efficiency ratio of 55.0% was achieved

even when 15 nodes (120 processors) were used as shown in

Table 1. As the number of processors increased, the paral-

lelization efficiency ratio did not decrease very much as

compared with the result presented last fiscal year. It is con-

sidered that the load balance is working efficiently.

5.3. Vectorization

The vectorization ratio of PABIOS was measured on 10

nodes (80 processors). Due to the intense vectorization men-

tioned in the previous section, the vectorization ratio for the

calculation of short-range interactions of van der Waals and

PP was 99.5%, an increase of 0.3% on the previous algo-

rithm, which achieved a vectorization ratio of 99.2%. This

increase in the vectorization ratio increased the calculation

speed of the short-range interactions by 2.44 fold as shown

Table 1 The performance of PABIOS on the Eearth Simulator.

in Table 1. The total vectorization ratio was 97.2% when

calculated on 10 nodes (80 processors) and maintained more

than 97.0% even when 15 nodes (120 processors) were used.

6. Conclusion 
In order to optimize the calculation performance of

PABIOS, we have developed the dynamic load balance

method and divided the processors into those used for PM

calculations and those used for the other calculations includ-

ing the PP calculations. Next, we are going to perform a

large-scale molecular dynamics simulation of a Holliday

junction in order to understand how branch migration

occurs.
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