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Chapter 4  Epoch Making Simulation

This year, one of our main focuses was on combustion gas leaking from the nozzle wall of the solid rocket booster, which

was considered the primary cause of the trouble of Japanese H-2A launch vehicle No. 6. In order to prove the trouble scenario,

we performed numerical simulation to understand the temporal behavior of the combustion gas leaking into the rear adapter.

From the numerical results, we can calculate the heat flux of specified locations where the real values are known. The agree-

ment between calculated and real heat fluxes is fairly good, verifying that the trouble is caused by combustion gas leaking

from the hole in the nozzle wall created by erosion. Large Eddy Simulation (LES) code was developed in order to compute

accurately the cavitating flow in turbomachinery. The code was applied to compute non-cavitating flow in a multistage cen-

trifugal pump to validate the accuracy of computed pressure fluctuation. Cavitation model was validated in the computation of

cavitating flow around a two dimensional foil (NACA0015). In both cases good agreements were obtained. Finally, Direct

numerical simulation of a turbulent channel flow at Reτ = 2320 was performed in order to improve turbulence models to be

applicable in high Reynolds number wall-turbulence. The visualized flow field and the turbulent statistics suggest that the

streaky structures, of which spanwise spacing is about 100 wall units, exist only near the wall (y+ < 30), while the large-scale

structures extend from the center of the channel to the near-wall region (y + ~ 30). Therefore, the near-wall turbulence depends

not only on the near-wall fine-scale structures, but also on the large-scale structures.

Keywords: H-2A rocket, SRB-A, rocket turbopump, large eddy simulation, wall turbulence, direct numerical simulation

Understanding the physics of the internal flow of a rocket

engine is essential for developing a highly reliable space

launch vehicle. Until recently, the development of Japanese

rockets was largely based on trial and error, i.e. an iterative

cycle of trial design and experimental verification. Recent

progress in computational fluid dynamics has changed this

approach, as numerical simulation is now playing a major role

in the development of rockets and rocket engines built today.

This year, one of our main focuses was on combustion gas

leaking from the nozzle wall, which was considered the pri-

mary cause of the trouble of Japanese H-2A launch vehicle

No. 6. Japanese H-2A launch vehicle No. 6 was launched in

November 2003. However, the system for separating one of

the solid rocket booster (SRB-A) from the body of the main

rocket would not work, causing the mission to be aborted. The

primary cause of the trouble is assumed to be as follows.

Erosion caused by the combustion gas inside the nozzle melt-

ed the nozzle wall made of composite material and made

small holes in the nozzle wall. Hot gas then leaked into the

rear adapter that shields the electric instruments from the open

air. Finally, a fuse in the separation mechanism for SRB-A

was exposed to the hot gas and melted. In order to prove the

above trouble scenario, we performed numerical simulation to

understand the temporal behavior of the hot gas inside the rear

adapter. The unstructured grid system that has been used so

far was applied to reproduce the actual shape of the rear

adapter, including the electric instruments. A numerical

method of solving the Navier-Stokes equations on the hybrid

grid was developed using a finite-volume cell vertex scheme

and the LU-SGS implicit time integration algorithm1, 2). The

numerical simulation was performed to determine the position

and size of the hole on the nozzle wall. Figure 1 depicts the

schematic of SRB-A. The position of the hole is assumed to

be slightly downstream of the nozzle throat. The rear adaptor

contains many electrical instruments. Figure 2 illustrates the

temporal behavior of the hot gas inside the rear adapter. The

left-hand side represents the iso-surface at which the mass

fraction of the hot gas equals 0.05. The right-hand side repre-

sents the wall temperature of the rear adapter. The leaking gas

flows through the narrow path between the nozzle and rear
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adapter, and then breaks against the thermal curtain. After

that, the hot gas slowly spread toward the opposite phase.

From the numerical results, we can calculate the heat flux of

specified locations where the real values are known. The

agreement between calculated and real heat fluxes is fairly

good, verifying that the trouble is caused by combustion gas

leaking from a hole in the nozzle wall created by erosion.

Finally, the propellant shape and the nozzle contour that cause

the high heat flux, the thickness of the nozzle wall and the

location of the fuse were reconsidered or improved, and a

newly designed SRB-A was tested on the ground. In February

thermal curtain

nozzleassumed hole location

Fig. 1  Schematic of SRB-A (solid rocket booster).
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Fig. 2  Temporal behavior of the combustion gas leaking.

Iso-surface at which the mass fraction of the hot gas equals 0.05 (left-hand side)

and wall temperature of the rear adapter (right-hand side).
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2005, H-2A launch vehicle No. 7 had a successful launch with

an improved SRB-A.

Computational Fluid Dynamics (CFD) is becoming an

important tool for design and development of reliable turbo-

machinery. Not only the steady predictions such as the char-

acteristic curve but also the predictions for unsteady phenom-

ena such as pressure fluctuation are important issues. In addi-

tion, it is also the key issue to predict accurately the effect of

cavitation generated in turbomachinery. Many researches

have been done for the computations of the internal flow of

turbomachinery3, 4). Most of these computations are based on

Reynolds Averaged Navier-Stokes Simulation (RANS).

Since RANS is essentially based on time-averaging concept

and models dynamics of eddies, we cannot expect an accu-

rate prediction of unsteady phenomena from RANS. On the

other hand a large eddy simulation (LES) directly deals with

dynamics of eddies resolved by the computational grids, and

it has potential to compute unsteady flow more accurately

than RANS. Moreover LES seems to be suitable for the com-

putations of cavitating flow because generation and disap-

pearance of cavitation depend on the unsteady pressure field.

In this study, we develop LES code to compute accurately

unsteady flow including cavitation in turbomachinery. In this

fiscal year, we performed LES for the non-cavitating flow in

a multistage centrifugal pump in order to validate the accura-

cy of pressure fluctuations. We also performed preliminary

tests for cavitating flow around a two dimensional hydrofoil

(NACA0015). Computed pressure fluctuations in the pump

and computed fluid force acting on the foil were respectively

compared with the measured data. 

The code developed in this study is parallel LES code, in

which Dynamic Smagorinsky model is implemented as Sub-

Grid Scale (SGS) model. This code is based on finite ele-

ment method with hexahedral elements and has the second

order accuracy in time and space5). By the multi-frame of

reference function based on an overset method, it is possible

to compute rotor-stator interaction6). For computation of cav-

itating flow, we implemented the cavitation model proposed

by Okita, et al7). This models the generation and disappear-

ance of cavitation according to the relation between the

vapor pressure and fluid static pressure.

We performed LES of the non-cavitating internal flow of

a multistage centrifugal pump8). Test pump investigated in

this case is a 5-stage centrifugal pump. Each stage is com-

posed of a shrouded impeller, a vaned diffuser and a vaned

return channel. The specific speed of the pump is about 200

[rpm, m3/min, m]. The total number of the finite elements

used for LES is about 37 millions among which approxi-

mately 0.3 million elements are dedicated to one blade pas-

sage. The LES was done at two operation points: the

designed point and 50% off-designed point. For the inlet

boundary condition, uniform velocities were given according

to the flow rate. We applied the non-slip condition for the

wall boundary, and the traction free condition for the outlet

boundary. We used 32 nodes (256 CPUs) of the Earth

Simulator. The sustained performance was about 180

GFLOPS that is about 7% of the peak performance. Figure 3

shows the distributions of the instantaneous pressure fluctua-

tions on the surface of the pump. The pressure fluctuation is

defined as the difference between the instantaneous and time

averaged static pressure normalized by the density and

measured total head at the designed point. The fluctuation at

off-designed point is higher than those at designed point.

Figure 4 shows the comparisons of measured and computed

pressure fluctuations at the 3rd stage diffuser. The pressure

fluctuations are presented with the amplitude in terms of

their frequency spectra. The frequency is normalized to the

Strouhal number by the rotational speed and the number of

impeller blades. In spectrum distributions, good agreements

are obtained not only at the blade passing frequency (BPF)

but also for the base level that reflects the energy cascade

among vortices. Moreover, we could capture the trend that

the base level of the pressure fluctuations at the off-designed

point is higher than one at the designed point.

As the next step, we performed primitive tests for cavita-
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Fig. 3  Distributions of the instantaneous pressure fluctuations on the

surface of the multi-stage centrifugal pump.

(top: designed point, bottom: off-designed point 50%)
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tion model 9). We applied our code to cavitating flow around

a two dimensional hydrofoil (NACA0015) and compared the

computed drag and lift coefficients with measured ones10).

Reynolds number based on the mainstream velocity and

chord length is 1.2 × 106 and the attack angle is 8 degree.

The total number of the finite elements used for LES is

about 1.2 million. Non-slip condition was applied to the

hydrofoil surface and side wall. Note that turbulent boundary

layer (TBL) on the hydrofoil surface is resolved but grid 

resolution near the side wall is not fine enough to resolve

TBL in this computation. We used 8 nodes (64 CPUs) of 

the Earth Simulator. The sustained performance was about

50 GFLOPS that is about 10% of the peak performance.

Figure 5 shows the distributions of liquid fraction on the

mid-span plane. Larger cavitation region with lower cavita-

tion number σ indicates that we can compute cavitating flow

at least in a qualitative sense. Figure 6 shows comparisons of

the drag and lift coefficients. We were able to obtain good

agreements except for the brake down point (σ = 1.15). We

think the reason for the discrepancy is the underestimation of

eddy viscosity. The improvement of fluid force prediction is

the next problem to be overcome. We will take the relation-

ship between the cavitation and eddy viscosity into account.

Finally, some fundamental characteristics of a turbulent

channel flow at Reτ = 2320 are studied by means of direct

numerical simulation (DNS). Our aim is to accumulate the

essential knowledge on high-Reynolds number wall-turbu-

lence, which can be used for improvement of turbulence

models, such as subgrid-scale model in above-mentioned

LES. It is well known that near-wall streamwise vortices
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Fig. 4  Comparisons of the pressure fluctuation at the 3rd diffuser. 

(top: designed point, bottom: off-designed point 50%)
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Fig. 5  Instantaneous field of liquid fraction at the mid-span plane in

cavitating flow around NACA0015.
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play an important role in the transport mechanism in wall

turbulence, at least, at low Reynolds numbers11). On the other

hand, the fundamental characteristics of the large-scale

outer-layer structures at higher Reynolds numbers still

remain unresolved. In the present study, DNS of turbulent

channel flow at a Reynolds number of Reτ = 2320, which

can be reached by the most powerful supercomputer system

at this moment, is carried out to examine the flow statistics

at high Reynolds numbers and the effect of the large-scale

structures on the near-wall turbulence. The numerical

method used in the present study is almost the same as that

of Kim et al.12); a pseudo-spectral method with Fourier series

is employed in the streamwise (x) and spanwise (z) direc-

tions, while a Chebyshev polynomial expansion is used in

the wall-normal (y) direction. The number of the total grid

points is about 16 billions, and the effective computational

speed is about 5.5 TFLOPS by using 2048 CPUs and 4 TB

main memory on the Earth Simulator. See Ref. 13 for the

numerical procedures and parameters in detail. Hereafter, u,

ν, and w denote the velocity components in the x-, y-, and z-

directions, respectively. Superscript (+) represents quantities

non-dimensionalized with uτ and ν.

Figure 7 shows the (x – z) plane views of instantaneous

near-wall flow fields at y+ ~ 11, in which contours of the

streamwise velocity fluctuation u' are visualized. The area 

of the upper figure is the whole computational domain. It 

is found that there are some large-scale streaky structures

near the wall, of which spanwise scale is estimated at about

1.2 δ based on the pre-multiplied energy spectra (not shown

here), where δ is the channel half width. The lower figure is

an enlarged view of the upper one. The fine-scale streaky

structures with spanwise scale of about 100 wall units

observed here are similar to those in low Reynolds number

flows. It is clearly recognized that the fine-scale streaky

structures are mixed with the large-scale ones, indicating

that the large-scale structures affect the near-wall coherent

structures. Figure 8 shows the (y – z) cross-stream planes of

an instantaneous flow field, in which contours of the stream-

wise velocity fluctuation u' are visualized. The area of the

upper figure is the whole computational domain. It is found

that the large-scale structures exist from the center of the

channel to the near-wall region. The spanwise scale at any y-

location is roughly estimated at ~ δ based on the pre-multi-

plied energy spectra (not shown here). The lower figure is an

enlarged view of the upper one. The streaky structures, of

which spanwise spacing is about 100 ν / uτ, exist only near

the wall (y+ < 30), while the large-scale structures exist from

the central region of the channel to the region very near the

wall (y+ ~ 30).
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