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Chapter 5  Collaboration Projects

The present study named ES-CAR Project (earth simulator + car) is being carried out jointly by the Earth Simulator Center

(hereafter "ESC") and the Japan Automobile Manufacturers Association ("JAMA") for the period from June 2004 to March

2006. With the help of ESC's massively parallel supercomputer system, the ES-CAR Project is aimed at outlining a next-gen-

eration vehicle performance simulation that can be put to good use from around 2010 or 3 to 5 years after the project's 2006

completion. Introduced in this interim report are the history, FY 2004 activities, and scheduled FY 2005 activities of the ES-

CAR Project.

Keywords: Vehicle, crash, collision, aerodynamics, engine combustion, improving simulation accuracy improving simulation

speed

1. History Leading to the ES-CAR Project
In September 2003, ESC brought a proposal to JAMA

concerning a joint project to develop an all-inclusive vehicle

simulation using the Earth Simulator. JAMA responded by

initiating a working group to evaluate the proposal, and

decided to accept the proposal despite the fact that no vehi-

cle manufacturer in the JAMA membership had ever used an

earth simulator before. The reasons for JAMA's decision

were: a) simulation had been an important vehicle develop-

ment tool for all the JAMA member companies and b) the

Earth Simulator offered a good prospect of realizing the

types of simulation that had been out of the reach of JAMA

member companies due to hardware limitations. 

Thus, a nearly two-year long ES-CAR Project was

launched in June 2004. In view of the ESC proposal, the tar-

get was set on "studying all-inclusive, accurate and realtime

simulation using the Earth Simulator". For preparation, the

ES-CAR working group was formed within JAMA. The

working group's members were enlisted from each of the 14

JAMA member vehicle manufacturing companies and from

ESC, with NEC Corporation representatives also participat-

ing in their secretariat capacity. The 9 software houses that

developed the software programs for ESC – namely, LSTC,

ESI, Mecalog, Ricardo, CDADAPCO, IGENIE, CHD, Altair

Engineering  and JRI – were invited to help operate and

improve software efficiency. More software houses will

likely be invited as the ES-CAR Project advances into its

second year. 

To realize all-inclusive, accurate and realtime vehicle

simulation, it was decided to first formulate the super-scale

counterparts (over 10 times greater in elements) of the exist-

ing finite element models for collision, aerodynamic force,

and engine combustion in order to elevate the simulation

accuracy and speed. Since no vehicle manufacturer any-

where in the world had used finite element models of this

vast scale, the activities in FY 2004 centered on examining

the operation of new large models and the possibility of

improving their  simulation accuracy and speed.

Explanations on these activities are given in section 3 of this

interim report. 

2. Current Status of Vehicle Simulation
Effort for leveraging computer simulation in vehicle

development has been undertaken in full scale since the

spread of super computers manufactured by CRAY in the

late 1980s. The use of computer simulation thereafter accel-

erated with the availability to higher-performing and lower-

priced supercomputers capable of handling more calculation

items. Around the year 2000 the simulation scale was

remarkably expanded by parallel computing technology.

Expansion of scope of simulation provided more detailed

simulation model and phenomena we tried to solve, and
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enabled us to conduct simulation closer to real behavior. 

In today's collision simulation, large-scale calculation

models on order of one million elements are employed to

perform finite element analysis. In such large-scale models,

one element covers a 5 to 10 mm square so that a deforma-

tion of the vehicle, for example, can be expressed within 1

cm of resolution. Engine combustion simulation, aerody-

namic performance simulation around vehicle body and

other simulations have also benefited from the increase of

resolution and have achieved higher accuracy in reproducing

real-world phenomena. In addition to increased resolution,

software improvements such as improvements in theoretical

physical expression models are also assisting in the enhance-

ment of simulation accuracy, making simulation more reli-

able and useful in the development of new vehicles. 

It goes without saying that improvements in supercomput-

er performance have shortened the calculation time to great-

ly benefit the vehicle development sites. In the past, many

said that physical testing is faster than computer simulation

as they struggled with using simulation in their vehicle

development activities. This was mainly due to low level of

precision and accuracy as well as considerable time required

for simulation. 

Today, even a collision simulation of a one million ele-

ment scale can be finished in less than 2 days, enabling fre-

quent body design modification and trial. This is a drastic

change from a while ago when it took a full week to com-

plete 10,000-element scale simulation. Thanks mainly to the

quickened availability of simulation results, simulation has

become a daily-use tool of vehicle development teams under

the ever mounting pressure from the management to shorten

the development period for each new vehicle. 

Nevertheless it is true that the application of simulation is

still limited only to certain aspects of the vehicle. To be

more specific, over a half of the evaluation and check items

required for the development of a new vehicle are still being

evaluated or checked by physical testing or traditional meth-

ods because it remains technically difficult to apply simula-

tion to these items. In the mean time, the vehicle developing

teams are being confronted by the growing demands to

incorporate new technologies, meet stricter regulations, deal

with environmental issues, and further shorten the develop-

ment period. The result is the mounting expectations for

next-generation simulation to be more accurate, speedier,

and applicable to a wider range of automotive aspects. 

The ES-CAR Project was motivated by these expecta-

tions, years ahead of the simulation advancement schedules

drawn by most vehicle manufacturers. The practical aim of

this project was set on investigating the maximum limit of

simulation accuracy in relation to model scale for the three

most commonly used types of simulations – collision, engine

combustion, and aerodynamic performance simulations.

3. Current Activity and Future Plan
3.1. Collision  Analysis

3.1.1. FY 2004 Activities

A collision analysis program, which is common in vehicle

development, was ported on ESC's earth simulator (the Earth

Simulator), and feasibility studies including operation check

and various performance evaluations were completed. Then,

an finite element model capable of accurately reproducing

the body shape of a vehicle was completed and operated.

The following results were obtained:

Recently a typical finite element model for collision

analysis is made by around a million elements and it requires

38 hours to simulate  a collision phenomenon of a 100 mil-

lisecond duration by using 16 CPUs. In the ES-CAR Project,

the model accuracy has been elevated to 5 million and 10

million elements but the calculation time has been shortened

to 12 and 35 hours, respectively, by using 512 CPUs on the

Earth Simulator . This new higher-accuracy collision models

has reproduced the deformations of the parts that are not

reproducible by the existing one million element models (see

the figures below). 

Further, the new higher-accuracy collision model could

get a better acceleration-time graph, which is comparable to

that of experiment. In addition, while the existing finite ele-

ment models require a vast number of manhours for model

corrections to obtain an intended reproducibility, much of

the formulation of the new higher-accuracy model can be

automated due to its ability to reproduce shapes accurately.

Thus, new finite element model may  be created in a much

shorter period. 

3.1.2. FY 2005 Activities

In FY 2005, three major activities will be launched. First,

individual element technologies will be further advanced to

achieve accurate and realtime analysis. Analytical collision

configurations will be diversified from the last fiscal year's

full-lap frontal collision to other configurations such as off-

set frontal collision and side impact with a deformable barri-

er . Second, the accuracy of finite element models will be

further raised to obtained (obtain)  an acceleration-time

graph that will even more closely resemble the measured

acceleration-time graph. Third, a tuning will be conducted to

1-million-element model simulation 10-million-element model simulation Experiment (photo image)
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improve the parallel, vectorization and analytical efficiency

of 10 million element models so as to shorten the simulation

time from the current 35 hours to a dozen hours which will

permit body design modification and trial on an overnight

schedule. 

3.2. Engine Combustion

3.2.1. Current State of Engine Combustion Simulation

Engine combustion simulation can be grouped into three

types: 1) air flow formation, 2) fuel spray and air-fuel mix-

ing, and 3) ignition and combustion. In the first-type simula-

tion, variations from the average flow speed in relation to

time are formulated into a turbulence model capable of pre-

dicting the effective opening area and the swirl flow inside

the cylinder. 

In the second-type simulation, while air flow is treated

with the Euler equation, fuel spray is generally treated with

the Lagrange equation which considers sprayed fluid as parti-

cles. Models for the separation, collision and evaporation of

sprayed fluid have been formulated on the basis of measured

results, and a satisfactory prediction accuracy for the distribu-

tion of air-fuel mixture inside the combustion chamber has

been confirmed by LIF or other visualization methods. 

In the third-type simulation, a variety of calculation mod-

els have been proposed to suit different combustion modes.

For diffusion combustion characteristic of diesel engines, a

calculation method using a probability density function of

air-fuel ratios is applied in order to determine the air-fuel

ratio distribution at a high resolution level. For flame propa-

gation combustion characteristic of spark ignition gasoline

engines, a coherent flamelet model is employed to solve

flame surface density transport equations for estimating the

size of wrinkle-shaped flame that correlates with propaga-

tion speed, assuming flame to be an aggregation of stratified

pieces of flame. Researchers are studying another model

which will assume the flame surface to be the dividing sur-

face of burned and unburned areas and will determine the

displacement of flame surface by transport equations. 

Overall, varied engine combustion models are formulated

to suit different combustion modes so as to reduce the calcu-

lation load and to predict the combustion pressure, exhaust

gas composition and other combustion characteristics within

a reasonably short period of time. For more detailed analysis

of transient characteristics including multi-cylinder combus-

tion behavior, it is necessary to further advance the calcula-

tion capability of the supercomputer. 

3.2.2. Achievements of the ES-CAR Project

(1) Software Adaptation to the Earth Simulator

The sizes of pointer variables were adjusted, the routine

codes were modified, and vectorization was promoted for

large calculation scale. 

(2) Formulation of Large-Scale Calculation Models

Simulation programs were modified to enable data pro-

cessing for mesh formulation and calculation domain divi-

sion in large-scale calculation models of tens of millions of

elements, which is a scale considered unapproachable until

recently due to the limited calculation capacities of super-

computers. Thus, preparations to formulate large-scale mod-

els by ESC's earth simulator have been completed in the first

year of the ES-CAR Project. 

3.2.3. Remaining Task of the ES-CAR Project

The remaining task of the ES-CAR Project for its second

year is to conduct engine simulation including the intake

manifold, exhaust manifold and other components of the

intake and exhaust systems in order to determine, for exam-

ple, the effects of manifold shape on the flow, fuel distribu-

tion and turbulences in each cylinder. This will enable the

analysis of engine combustion in greater detail by analyzing

the phenomena in each cylinder from a multi-cylinder

engine perspective, while the existing simulation techniques

have only permitted analysis on a single cylinder basis. 

3.3. Aerodynamic Simulation

3.3.1. History and Activities

A hexahedron computational mesh, tetrahedron computa-

tional mesh or their hybrid mesh is generally used in aerody-

namic force analysis today. While providing a higher calcu-

lation accuracy, the hexahedron mesh has difficulties in

reproducing complex shapes. Inversely, the tetrahedron

mesh can reproduce complex shapes with greater ease but its

calculation accuracy is low. To examine a possible coexis-

tence of calculation accuracy and shape reproducibility,

large-scale calculation was performed using tetrahedron ele-

ments offering impressive shape reproducibility, and

attempts were made to improve the calculation accuracy

through element division. 

Aerodynamic Simulation around the vehicle was per-

formed by a large-scale calculation model, and the whole

series of operations including mesh generation, domain divi-

sion, calculation and results file unification were completed.

Effects of element division on calculation accuracy were

studied by changing the number of calculation elements of

the large-scale model. Un-steady calculation was performed

for three calculation models of 10 million, 25 million and 90

million meshes, respectively, using incompressible ROE

CPU bit

Operation time

Performance ratio

Vectorization rate

32

16408s

1.0

99.0%

64

9413s

1.7

98.9%

128

5676s

2.9

98.6%

248

4038s

4.1

98.3%

Performance evaluation results (30 million elements)
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Y’Z’ section

(a) Y-Z section (b) Experimental results

(d) 25 million mesh model(c) 10 million mesh model (e) 90 million mesh model

solvers. In the aerodynamic simulation, the elements were

merely divided without optimizing the element division for

each mesh. An earth simulator of a 64 CPU was employed. 

3.3.2. Simulation Results

As shown in Table 1, the 64 CPU earth simulator was

able to complete aerodynamic simulation in 120 hours using

a 90 million mesh model. The calculation results were com-

pared with the experimental results, and it was confirmed

that due to element division the simulation accuracy had

improved with regard to the boundary layer separation areas

of the vehicle body and the vortex generated by the door

mirrors and front pillars. For example, the simulation indi-

cated the generation of two vortices, one behind the door

mirror and the other behind the front pillar as a result of ele-

ment division. It was suggested that the complex air flow

around the vehicle could be analyzed with greater accuracy

through optimization of element division. 

3.3.3. Scheduled Activities

In FY 2005, a calculation model reproducing in detail the

engine room, underfloor and suspensions will be formulated,

and element division will be carried out and optimized to

perform the un-steady calculation of air flow around the

vehicle. The simulation results will be compared with the

experimental results to determine the calculation model's

accuracy with respect to the air flow and pressure fluctuation

around the vehicle. 

4. Conclusion
The FY 2004 activities of the ES-CAR Project indicated

that the simulation of vehicle performance using an efficient

supercomputer like ESC's earth simulator (the Earth

Simulator) would be possible 3 to 5 years later, provided that

necessary data would be produced and the simulation results

would be properly evaluated. Efforts will be exerted in FY

2005 to bring accurate and realtime simulation closer into

reality. Finally, the authors thank the members of the compa-

nies involved in the ES-CAR Project for their unsparing sup-

port.

Table 1  Calculation time and memory size

Calculation time

Memory size 

10 million

11 hr

18 Gbyte

25 million 

28 hr 

30 Gbyte

90 million

119 hr

117 Gbyte

Fig. 1  Pressure distribution on Y-Z section (600 mm behind door mirror) 
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