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1. Introduction
Applications scientists have observed a frustrating trend

of stagnating application performance despite dramatic

increases in claimed peak performance of high-performance

computing (HPC) systems. This effect has been widely

attributed to systems composed of commodity components,

whose architectural designs are unbalanced and inefficient

for large-scale scientific computations. The recent develop-

ment of parallel vector systems offers the potential to bridge

this performance gap for a significant number of scientific

codes, and to increase computational power substantially. In

order to quantify what a vector capability entails for scientif-

ic communities that rely on modeling and simulation, it is

critical to evaluate it in the context demanding computation-

al algorithms. This work build on our previous effort [5] and

compares performance of the cacheless vector Earth

Simulator (ES) versus the superscalar cache-based IBM

Power3 located at NERSC [2]. Performance results are pre-

sented from several key scientific computing domains

including atmospheric modeling, astrophysics, material sci-

ence and magnetic fusion.

This work explores four applications from leading scientific domains in the areas of atmospheric modeling (FVCAM),

magnetic fusion (GTC), plasma physics (LBMHD3D), and material science (PARATEC). We compare performance between

the vector-based Earth Simulator, and superscalar-based IBM Power3. Overall results show that the ES attains unprecedented

aggregate performance across our evaluated application suite, demonstrating the tremendous potential of modern parallel vec-

tor systems.

Keywords: Performance evaluation, vectorization, scientific computing

2. FVCAM
The Community Atmosphere Model (CAM) is the atmos-

pheric component of the flagship Community Climate

System Model (CCSM3.0). Developed at the National

Center for Atmospheric Research (NCAR), the CCSM3.0 is

extensively used to study climate change. The CAM applica-

tion is an atmospheric general circulation model (AGCM)

and can be run either coupled within CCSM3.0 or in a stand-

alone mode driven by prescribed ocean temperatures and sea

ice coverages [1]. AGCMs are key tools for weather predic-

tion and climate research. They also require large computing

resources: even the largest current supercomputers cannot

keep pace with the desired increases in the resolution of

these models. 

AGCMs generally consist of two distinct sections, the

'dynamical core' and the 'physics package'. The dynamical

core approximates a solution to the Navier-Stokes equations

suitably expressed to describe the dynamics of the atmos-

phere. The physics package calculates source terms to these

equations of motion that represent unresolved or external

physical phenomena. These include turbulence, radiative
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transfer, boundary layer effects, clouds, etc. The dynamical

core of CAM was constructed with two very different

methodologies to solve the equations of motion. The default

method, known as the spectral transform method, exploits

spherical harmonics to map a solution onto the sphere. An

alternate formulation, based on a finite volume methodology

is also supplied. This option, referred as FVCAM, is based

on a regular latitude-longitude mesh and conserves certain

higher order moments. 

2.1 Experimental Results

Table [1] shows a direct comparison of FVCAM timing

results obtained on the ES and Power3. Processor configura-

tions were identically maintained up to 896 processors using

a 0.5°x0.625° horizontal mesh, also know as the D grid. To

eliminate the costs associated with initialization, two inte-

grations were performed and the timing results subtracted.

By measuring the time spent in the routine STEPON, we can

determine the cost of integrating the model in the absence of

I/O. 

The performance results shown in Table [1] reveal that

the balance between communication and computation as

achieved by FVCAM is very different on each of these

machines. At the low processor configurations in each of the

three vertical discretizations 1,4,7, the ES achieves a signifi-

cantly better percent of the peak performance than does the

Power3. However, at the higher processor counts for each

vertical discretization, the percent of peak performance is

essentially the same for the two machines. There are at least

two reasons for this. The first is that vector lengths on the ES

shorten as the processor count increases. The second is the

difference between the sustained computational rates

achieved relative to the communication rates: Although the

ES communications are faster than the Power3, the effective

computational speed sustained between communication

phases is faster yet, causing the communication to eventually

become more significant on the ES than on the Power3.

3. GTC
GTC is a 3D particle-in-cell code used for studying turbu-

lent transport in magnetic fusion plasmas [4]. The simulation

geometry is that of a torus, which is the natural configuration

of all tokamak fusion devices. As the charged particles form-

ing the plasma move within the externally-imposed magnetic

field, they collectively create their own self-consistent elec-

trostatic (and electromagnetic) field that quickly becomes

turbulent under driving temperature and density gradients.

Waves and particles interact self-consistently with each

other, exchanging energy that grows or damps their motion

or amplitude. The particle-in-cell (PIC) method describes

this complex phenomenon by solving the 5D gyro-averaged

kinetic equation coupled to the Poisson equation.

GTC was originally optimized for superscalar SMP-based

architectures by utilizing two levels of parallelism: a one-

dimensional MPI-based domain decomposition in the

toroidal direction, and a loop-level work splitting method

implemented with OpenMP. However, the mixed-mode

GTC implementation is poorly suited for vector platforms

due to memory constraints and the fact that vectorization and

thread-based loop-level parallelism compete directly with

each other. As a result, previous vector experiments [5] were

limited to 64-way parallelism – the optimal number of

domains in the 1D toroidal decomposition. Note that the

number of domains (64) is not limited by the scaling of the

algorithm but rather by the physical properties of the system,

which features a quasi two-dimensional electrostatic poten-

tial when put on a coordinate system that follows the mag-

netic field lines. GTC uses such a coordinate system and

increasing the number of grid points in the toroidal direction

does not change the results of the simulation. 

To increase GTC's concurrency in pure MPI mode, a third

level of parallelism was recently introduced. Since the com-

putational work directly involving the particles accounts for

almost 85% of the overhead, the updated algorithm splits the

particles between several processors within each domain of

the 1D spatial decomposition. Each processor then works on

a subgroup of particles that span the whole volume of a

given domain. This allows us to divide the particle-related

work between several processor and, if needed, to consider-

ably increase the number of particles in the simulation. The

update approach maintains a good load balance due to the

uniformity of the particle distribution.

3.1 Experimental Results

For this performance study, we keep the grid size constant

but increase the total number of particles so as to maintain

the same number of particles per processor, where each

processor follows about 3.2 million particles. Table [2]

shows the performance for the Power3 and ES. The first

striking difference from the previous GTC vector study [5],

Table 1  FVCAM results on Power3 and ES

De-
comp

1D

2D 
4- 
Vert

2D
7- 
Vert

P
Gflp/
Proc

%
Pk

Gflp/
Proc

% 
Pk

Spd
up

32

64

128

256

128

256

512

336

448

672

896

0.11

0.11

0.10

0.09

0.09

0.08

0.07

0.07

0.07

0.06

0.06

7.2

7.0

6.4

5.7

5.9

5.5

4.9

4.8

4.6

4.2

3.8

1.18

0.93

0.66

0.47

0.77

0.63

0.40

0.51

0.51

0.44

0.33

13.8

11.7

8.3

5.9

9.6

7.8

4.9

6.4

6.4

5.5

4.2

10.9

8.9

6.9

5.6

8.7

7.8

5.4

7.0

7.5

7.0

5.9

D Grid Power3 ES
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is the considerable increase in concurrency. The new particle

decomposition algorithm allowed GTC to efficiently utilize

2,048 processors (comp red with only 64 using the previous

approach), although this is not the limit of its scalability.

With this new algorithm in place, GTC fulfilled the very

strict scaling requirements of the ES and achieved an

unprecedented 3.7 Tflop/s on 2,048 processors.

Additionally, the Earth Simulator sustains a significantly

higher percentage of peak (24%) compared with other plat-

forms. The Power3, on the other hand, achieves only 8.4%

of peak, running about 14X slower than the ES.  The rela-

tively poor scalar performance is due to the irregularity of

the data access patterns, obviating effective cache utilization.

4. LBMHD-3D
Lattice Boltzmann methods (LBM) have proved a good

alternative to conventional numerical approaches for simu-

lating fluid flows and modeling physics in fluids. The basic

idea of the LBM is to develop a simplified kinetic model that

incorporates the essential physics, and reproduces correct

macroscopic averaged properties. Recently, several groups

have applied the LBM to the problem of magneto-hydrody-

namics with promising results [6]. As a development of pre-

vious 2D codes, LBMHD3D simulates the behavior of a

three-dimensional conducting fluid evolving from simple

initial conditions through the onset of turbulence. The 3D

spatial grid is coupled to via a 3DQ27 streaming lattice and

block distributed over a 3D Cartesian processor grid. Each

grid point is associated with a set of mesoscopic variables,

whose values are stored in vectors proportional to the num-

ber of streaming directions – in this case 27 (26 plus the null

vector).

4.1 Experimental Results

Table [3] presents LBMHD performance on the Power3

and ES. Observe that the vector architecture clearly outper-

form the scalar systems by a significant factor. The ES, sus-

tains the highest fraction of peak across all architectures to

date — an amazing 68% even at the highest 2048-processors

concurrencies. Further experiments on the ES on 4800

processors attained an unprecedented aggregate performance

of over 26 Tflop/s.  However, the Power3 only achieves 140

Mflop/s (8.4% of peak), about 39X slower than the ES. The

low performance of the superscalar system is mostly due to

limited memory bandwidth.  LBMHD has a low computa-

tional intensity – about 1.5 FP operations per data word of

access – making it extremely difficult for the memory sub-

system to keep up with the arithmetic units.  Vector systems

are able to address this discrepancy through a superior mem-

ory system and support for deeply pipelined memory fetches.

5. PARATEC
PARATEC (PARAllel Total Energy Code[3] performs

ab-initio quantum-mechanical total energy calculations using

pseudopotentials and a plane wave basis set. The pseudopo-

tentials are of the standard norm-conserving variety. Forces

can be easily calculated and used to relax the atoms into

their equilibrium positions. PARATEC uses an all-band con-

jugate gradient (CG) approach to solve the Kohn-Sham

equations of Density Functional Theory (DFT) and obtain

the ground-state electron wavefunctions. DFT is the most

commonly used technique in materials science, having a

quantum mechanical treatment of the electrons, to calculate

the structural and electronic properties of materials. Codes

based on DFT are widely used to study properties such as

strength, cohesion, growth, magnetic, optical, and transport

for materials like nanostructures, complex surfaces, and

doped semiconductors.

5.1 Experimental Results

Table [4] presents performance data for 3~CG steps of a

488 atom CdSe (Cadmium Selenide) quantum dot and a

standard LDA run of PARATEC with a 35 Ry cut-off using

norm-conserving pseudopotentials. CdSe quantum dots are

luminescent in the optical range at different frequencies

depending on their size and can be used as electronic dye

tags by attaching them to organic molecules. They represent

a nanosystem with important technological applications and

the understanding of their properties and synthesis through

first principles simulations represents a challenge for large-

scale parallel computing in terms of computer resources and

code development. This 488-atom system is, to the best of

Table 2  GTC results on Power3 and ES

P
Part/
Cell

Power3

Gflp/
Proc

%
Pk

ES

Gflp/
Proc

%
Pk

Spd
up

64

128

256

512

1024

2048

100

200

400

800

1600

3200

0.14

0.14

0.14

0.14

0.14

0.13

9.3

9.3

9.3

9.4

8.7

8.4

1.60

1.56

1.55

1.53

1.88

1.82

20.0

19.5

19.4

19.1

23.5

22.7

11.4

11.1

11.1

11.0

13.4

14.0

Table 3  LBMHD3D results on Power3 and ES

P
Grid
Size

Power3

Gflp/
Proc

%
Pk

ES

Gflp/
Proc

%
Pk

Spd
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16

64

256

512

1024

2048

256

256

512

512

1024

2048

0.14

0.15

0.14

0.14

9.3

9.7

9.1

9.4

5.50

5.25

5.45

5.21

5.44

5.41

68.7

65.6

68.2

65.1

68.0

67.6

39.2

35.1

38.9

37.2



320

Annual Report of the Earth Simulator Center  April 2004 - March 2005

our knowledge, the largest physical system (number of real

space grid points) ever run with this code. Previous vector

results for PARATEC [5] examined smaller physical sys-

tems at lower concurrencies.

PARATEC runs at a high percentage of peak on both

superscalar and vector-based architectures due to the heavy

use of the computationally intensive FFTs and BLAS3 rou-

tines, which allow high cache reuse and efficient vector uti-

lization. The main limitation to scaling PARATEC to large

numbers of processors, is the distributed transformation dur-

ing the parallel 3D~FFTs which requires global interproces-

sor communications. Table [4] shows that PARATEC

achieves unprecedented performance on the ES system, sus-

taining 5.5~Tflop/s for 2048 processors. The declining per-

formance at higher concurrencies is caused by the increased

communication overhead of the °due to the decreasing vec-

tor length of this fixed-size problem.  Note that the Power3

system obtains a high fraction of peak (40% at 1024 proces-

sors), and is therefore only 6X slower than the ES platform.

6. Summary
This study examined four diverse scientific applications

on the vector-based ES and superscalar Power3 platforms.

Our work makes several significant contributions. We are

the first to present vector results of the Community

Atmosphere Model using the finite-volume solver in the

dynamics phase of the calculation. Results on a 0.5°x0.625

(D) grid, show that the ES performance at high concurrency

is sufficiently fast to practically conduct this high-fidelity

simulation. We also presented a new parallel decomposition

parallelization for the GTC magnetic fusion simulation. This

new approach allowed scalability to 2048 processors on the

ES (compared to only 64 using the previous code version),

opening the door to a new set of high-phase space-resolution

simulations, that to date have not been possible. Next we

presented, LBMHD3D: a 3D version of a lattice Bolzmann

magneto-hydrodynamics application used to study the onset

evolution of plasma turbulence. The ES showed unprece-

dented LBMHD3D performance, achieving over 68% of

peak for a total of 26Tflop/s on 4800 processors. Finally, we

investigated performance of the PARATEC application,

using the largest cell size atomistic simulation ever run with

this material science code. Results on 2048 processors of the

ES show the highest aggregate performance to date, allow-

ing for high-fidelity simulations that hitherto have not been

possible due to computational limitations. 

Overall results show that the ES achieved the highest

aggregate performance on any architecture tested to date

across our full application suite, demonstrating the tremen-

dous potential of modern parallel vector systems.
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