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This collaboration on the data visualization is based on the agreement for international research cooperation between the
Earth Simulator Center (ESC) and Center for Computational Visualization (CCV), University of Texas. The purpose is to
develop advanced data visualization methods and tools for large scale simulation data produced by the Earth Simulator. CCV
is devel oping the core technologies for comprehensive computational modeling, analysis, and visualization of natural and syn-
thetic phenomena. CCV is aleading center of scientific visualization in the world.

In FY 2004, we started this international collaboration and carried out mainly two research topics. (1) Data visualization by
CCV of large scale ssimulation data provided by ESC. (2) Improvement of ESC’ s visualization software by CCV's technology.
We briefly summarize these activities in the following.

As atest case of data visualization of atypical large scale simulation data of ES output, we took the data of OFES, a global
circulation model of the ocean. We sent the OFES datato CCV by airmail. The datais transfered through sophisticated visual-
ization processes into movie files by CCV. Fig. 1 shows a snapshot of the visualization that is shown on a wall-size screen
installed at CCV. The fine scale of the sea temperature distribution is visualized by the volume rendering method, performed
by a parallel rendering system of CCV.

In ESC, we are developing a visualization software named VFIVE for the CAVE-type virtua reality systems. The CAVE is
aroom-sized virtual reality system developed in early 1990s at Univ. Illinois. ESC installed a CAVE system named BRAVE
in 2003 for the three-dimensional data visualization of ES output. VFIVE is our origina visualization software that enables
researcher to perform three-dimensional, interactive, and immersive data visualization in the BRAVE's virtua reality space.
One of the important issues in fully interactive data visualization by VFIVE is the speed of the isosurface generation. For
large scale data, it takes too much time to construct isosurface polygons for high speed rendering, which is critically important
in the CAVEs. To accelerate the isosurface processing, we replaced our isosurface generator based on the classical marching
cubes algorithm with Contourlib, which is alibrary for high-speed isosurface generation developed by CCV. By the introduc-
ing of the Contourlib, the performance of VFIVE'sisosurface generation isdrastically improved as shown in Fig. 2.
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Fig. 1 A volume rendering of the sea temperature. This visualization was carried out by CCV. The simulation data
was provided by ESC.
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Fig. 2 By combining Contourlib that is developed by CCV, the per-
formance of VFIVE's isosurface visuaization is improved. The
Contourlib is a sophisticated library for high-speed isosurface
generation. The VFIVE is a3-dimensional and interactive visual-
ization software developed by ESC for CAVE-type virtua reality
systems.
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