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This year, one of our main focuses was on simulating the flow inside a combustion chamber, which is installed upstream of a

rocket nozzle. As a first step to complete the simulation code suitable for the development of the combustion chamber, the gas

phase combustion code is applied. Large Eddy Simulation (LES) code was developed in order to compute unsteady flows in

turbomachinery. The code with cavitation model was applied to simulate unsteady phenomena related to cavitating flows in an

inducer of a rocket engine turbopump. A simulation concerning flows around rotor blades in a fan was also performed, which is

aimed at further improvement in the prediction accuracy of the developed code. Direct numerical simulation of a turbulent

channel flow at Reτ = 2320 was performed in order to improve turbulence models to be applicable in high Reynolds number

wall-turbulence.  The visualized flow field and the turbulent statistics suggest that the fine-scale structures gather each other

only in the low-speed large-scale structures. The energy transfer from larger-scale structures to smaller-scale ones is dominant.
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Chapter 4  Epoch Making Simulation

Understanding the physics of the internal flow of a rocket

engine is essential for developing a highly reliable space

launch vehicle. Until recently, the development of Japanese

rockets was largely based on trial and error, i.e. an iterative

cycle of trial design and experimental verification. Recent

progress in computational fluid dynamics has changed this

approach, as numerical simulation is now playing a major role

in the development of rockets and rocket engines built today.

1. Injector simulation
This year, one of our main focuses was on simulating the

flow inside a combustion chamber, which is installed

upstream of a rocket nozzle 1). Combustion chamber of a

rocket engine is operated under very high temperature and

pressure compared to the general industrial combustor.

Therefore, there are many numerical difficulties treating the

variety of the phenomena inside the combustion chamber of

a rocket engine; for example, two phase flow (surface ten-

sion), breakup of the liquid phase, atomization, phase transi-

tion, real gas effect and combustion under high pressure

should be reasonably and carefully considered. As a first

step to complete the simulation code suitable for the devel-

opment of the combustion chamber, the gas phase combus-

tion code 2, 3) is applied; this code has been used for rocket

nozzle flow and SRB gas leaking problems. The code incor-

porates the standard finite reaction rate model for the H2-O2

reaction. Figure 1 shows the static temperature for single co-

axial injector configuration 4). Although there still remains

some intermittent behavior of the flow, the flame structure is

captured by the simulation on the whole. 
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Fig. 1  Static temperature [K] for single co-axial injector configuration 4).
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2. Turbomachinery simulation
To achieve operation at high rotational speed and low

inlet pressure, rocket engine turbopumps are generally

equipped with an axial-flow inducer stage. Under such oper-

ating conditions, cavitation develops on the suction side of

the blades and near their tip. As the inlet pressure is

decreased and local pressure becomes lower than the vapor

pressure, cavitation gradually develops and finally leads to

the breakdown of inducer performance. In addition, cavita-

tion instabilities, such as rotating cavitation and cavitation

surge, are often observed in experiments and cause serious

shaft vibration and/or blade stress fluctuations. Therefore, it

is an important issue to understand the physical mechanism

of unsteady cavitation phenomena.

Computational Fluid Dynamics (CFD) is becoming an

important tool for designing and developing reliable turbo-

machinery. For the study of static characteristic of cavita-

tion, computations with Reynolds Averaged Navier-Stokes

Simulation (RANS) are often carried out and some reliable

results are obtained. However, we cannot predict cavitation-

related unsteady phenomena with RANS since it is essential-

ly based on the time-averaging concept and models dynam-

ics of all turbulent eddies. On the other hand, a large eddy

simulation (LES) directly deals with eddy dynamics resolved

with the computational grids, and it is suitable for computing

unsteady flows, such as cavitation. In the last fiscal year, we

developed LES code for accurate computations of unsteady

flows in turbomachinery, and then performed a computation

of non-cavitating flows of a multistage centrifugal pump and

did preliminary tests for cavitating flows. In this fiscal year,

we have carried out two representative simulations; the first

one is on cavitating flows in an inducer of a rocket engine

turbopump to validate cavitation model in the code. The sec-

ond one is a simulation regarding the internal flow of turbo-

machinery, which is aimed at further improvement in the

prediction accuracy of the developed code.

Our LES code solves the Navier-Stokes equations of

incompressible flow, in which dynamic Smagorinsky model

is implemented as sub grid scale (SGS) model. The code is

based on finite element method with hexahedral elements

and has the second order accuracy in time and space 5). By

the multi-frame of reference function based on an overset

method, it is possible to compute rotor-stator interactions 6).

For computation of cavitating flows, we have implemented

the cavitation model proposed by Okita et al. 7) The evolution

of cavitation is represented by the source/sink of vapor phase

in incompressible liquid flows, and compressibility is taken

into account through the low Mach number assumption.

The first topic is an analysis concerning the cavitating

flows in an inducer. A test inducer in this study was original-

ly designed for a rocket engine turbopump, which has three

helical blades with swept-back leading edge. The total num-

ber of the finite elements for LES is about 8 million. The

calculations performed at the designed operation point.

Figure 2 shows instantaneous cavitation structures in the

inducer for different cavitation number cases, σ = 0.10 and 

σ = 0.05. In σ = 0.10, cavity structures locally develop and

are located along the tip leakage flow on each blade. As the

cavitation number becomes small, the cavitation is generated

in broader regions, especially on the blade surface and near

the casing wall. It is found that the cavitation obtained in this

result is symmetric, i.e., equal-length-like cavitation is

detected, and the cavity rotates with the same rotational

speed of the blades. Figure 3 indicates frequency spectra of

pressure fluctuations on the casing (for cavitating flow case

and non-cavitating flow case), which are sampled at six dif-

ferent axial locations. Several peaks appear in the spectra for

both cases. The component with a large amplitude at a fre-

quency of 150 [Hz] corresponds to the blade passing fre-

quency (BPF) and its amplitude does not depend on whether

the flow is cavitating or non-cavitating. In addition to the

peaks at the BPF and its harmonics components, there exist

large peaks at lower frequencies in the cavitating flow case

and they must be related to the cavitation instability. To

Fig. 2  Instantaneous cavity structures in an inducer for σ = 0.10 (left) and σ = 0.05 (right) (blue-colored

surfaces represent iso-surface of void ratio 4%).
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present a comprehensive scenario of unsteady phenomena of

cavitation instability, long-time simulations will be needed

in the future work.

The second topic is the result concerning flow around

rotor blades in a fan 8). A test fan in this study is an axial-fan

with 6 rotor blades. Two kinds of computational meshes were

applied in order to investigate effects of mesh resolution on

computed flow field. The first mesh is a coarse one com-

posed of about 3 million elements, and the second mesh is a

fine one composed of about 30 million elements. The fine

mesh resolves turbulent boundary layer (TBL) on the rotor

blades, while the second mesh does not. Figure 4 shows a

comparison of instantaneous distributions of vorticity magni-

tude. The results from the two cases essentially differ in that

the later shows streak-like structures near the blade tip and

large-scale structures near the hub while former shows only

large-scale structures near the hub. Figure 5 shows instanta-

neous distributions of the vorticity magnitude around the

leading edge (X/C = 0~0.2) near the tip (R/D = 0.48).

Although not shown in this paper, the vorticity distribution

obtained by the coarse-mesh LES does not change in time.

On the other hand, the fine-mesh LES successfully captured

unsteadiness in the vorticity near the leading edge, which is

most likely to be associated with the boundary layer's separa-

tion, transition to turbulence and subsequent reattachment.

3. Channel flow simulation
Some fundamental characteristics of a turbulent channel

flow at Reτ = 2320 are studied by means of direct numerical

simulation (DNS). Our aim is to accumulate the essential

knowledge on high-Reynolds number wall-turbulence,

which can be used for improvement of turbulence models,

such as subgrid-scale model in above-mentioned LES.

It is well known that near-wall streamwise vortices and
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Fig. 3  Spectra of pressure fluctuations on the casing wall (left: cavitating flow with σ = 0.05, right: non-cavitating flow).
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Fig. 4  Distributions of vorticity magnitude on hub and rotor blades surface (left: coarse mesh, right: fine mesh).

Fig. 5  Distributions of vorticity magnitude near leading edge of rotor

blade at radius R/D = 0.48 (top: coarse mesh, bottom: fine mesh).



164

Annual Report of the Earth Simulator Center  April 2005 - March 2006

streaky structures play a primary role in the transport mecha-

nism on near-wall turbulence, at least, at low Reynolds num-

ber flows. On the other hand, the large-scale outer-layer

structures and their relationship to the near-wall structures

still remain unresolved. In the present study, DNS of turbu-

lent channel flow at a Reynolds number of Reτ = 2320,

which can be reached by the most powerful supercomputer

system at this moment, is carried out to examine the relation-

ship at high Reynolds numbers and the effect of the large-

scale structures on the near-wall turbulence.

The numerical method used in the present study is a pseu-

do-spectral method. See Ref. [9] for the numerical proce-

dures and parameters in detail. Hereafter, u, v, and w denote

the velocity components in the x-, y-, and z- directions,

respectively. Superscript (+) represents quantities non-dimen-

sionalized with uτ and ν.

Figure 6 shows the (y – z) cross-stream plane of an instan-

taneous flow field, in which contours of the streamwise veloc-

ity fluctuation u' are visualized. It is found that the large-scale

structures exist from the center of the channel to the near-wall

region. The spanwise scale at any y- location is roughly esti-

mated at ~ δ based on the pre-multiplied energy spectra (not

shown here). The streaky structures, of which spanwise spac-

ing is about 100 ν / uτ, exist only near the wall (y+ < 30), while

the large-scale structures exist from the central region of the

channel to the region very near the wall (y+ ~ 30).

In order to examine the relationship between the large-scale

outer-layer structures and the near-wall structures, the instanta-

neous velocity field is decomposed into each structure with a

resolution matched to its scale by means of a two-dimensional

wavelet transform. Figure 7(a) shows the velocity field of the

wavelet mode with the largest characteristic length. It is clear-

ly observed that the mode corresponds to the large-scale struc-

tures of the instantaneous velocity field in Fig. 6. The velocity

field corresponding to the fine-scale structures is shown in Fig.

7(b). It is found that these fine-scale structures gather each

other only in the low-speed large-scale structures. Note that

energy transfer between each mode can be calculated since all

modes are defined mathematically. It is found that forward

energy cascade from larger-scale structures to smaller-scale

ones is dominant between these modes (not shown here).
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Fig. 6  Cross view of instantaneous velocity field. Contours of the

streamwise velocity fluctuation, blue to red, u'+ = –1 to u'+ = 1.

Total computational volume is 4640 and 14577 wall units in the

y- and z-directions, respectively.

Fig. 7  Cross views of instantaneous velocity field for the wavelet

modes. (a) Characteristic length l+ = 3600 (l / δ = 1.6); (b) l+ = 30

(l / δ = 0.012). Contours of the streamwise velocity fluctuation,

blue to red, u'+ = –1 to u'+ = 1.
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