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We have been developing an advanced general purpose computational mechanics system, named ADVENTURE, which is

designed to be able to analyze a three dimensional finite element model of arbitrary shape with a 10-100 million degrees of

freedom (DOF) mesh. Module based architecture of the system with standardized I/O format and libraries are developed and

employed to attain flexibility, portability, extensibility and maintainability of the whole system. The one of main process mod-

ules for solid analysis, named ADVENTURE_Solid, is based on the hierarchical domain decomposition parallel algorithm and

employs the balancing domain decomposition as a solution technique for linearized equations. The ADVENTURE_Solid has

been successfully implemented on the Earth Simulator consisting of 256 nodes, i.e. 2,048 arithmetic processors (APs), then

applied for an elastostatic analysis of a historical building pantheon model of 140 million DOF mesh with 3.88 TFLOPS,

which is 24.26% of the peak performance, and an elastodynamic analysis of a nuclear pressure vessel model of 100 million

DOF mesh. In this report, as an application of the virtual demonstration test, a boiling water reactor (BWR) pressure vessel,

which is modeled with 204 million DOF mesh, was analyzed. Consequently, it succeeds in solving one unsteady step of

implicit elastodynamic problem in about 6.4 minutes on the 2,048 APs.
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1. ADVENTURE system
The ADVENTURE system1) has employed a hierarchical

domain decomposition based massively parallel algorithm as

one of the major solution algorithms in order to efficiently

handle a huge scale finite element model with 10-100 million

degrees of freedom (DOF). We have been developing several

kinds of main processes for implicit elastic-plastic analysis,

rigid-plastic analysis, impact-contact analysis, thermal con-

ductive analysis, thermal-fluid analysis and electromagnetic

analysis. Especially, the implicit elastic-plastic analysis mod-

ule, named ADVENTURE_Solid, is improved to apply to

massively parallel processors (MPP) with over 1,000 proces-

sors and huge scale problems with over 100 million DOF.

One of the key technologies implemented in the ADVEN-

TURE_Solid is the hierarchical domain decomposition

method2, 3) (HDDM), whose force equivalence and continuity

conditions among subdomains are satisfied through iterative

methods such as the preconditioned conjugate gradient

method. As a preconditioner, the balancing domain decom-

position4, 5) (BDD) is employed. Moreover, as an improving

for large scale analysis on MPP, an incomplete balancing

domain decomposition method, named IBDD-DIAG method,

has been developed6) and then successfully applied for an

elastostatic analysis of a nuclear pressure vessel model with

100 million DOF mesh on the Earth Simulator consisting of

2,048 arithmetic processors (APs)7). Furthermore, we have

succeeded in solving an implicit dynamic elastic analysis of a

nuclear pressure vessel model with 100 million DOF mesh,

and a static elastic analysis of a historical building pantheon

model with 140 million DOF mesh8).

2. BWR pressure vessel model with 204 million DOF
mesh
As an example to realize the virtual demonstration test,

this study subjects to the seismic response analysis of the

boiling water reactor (BWR) pressure vessel of the nuclear

power plant. The BWR pressure vessel is almost fully mod-

eled with internal substructures, for example a core shroud, a
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fuel, a control rod guide tube, and a control rod drive mecha-

nism housing. Fig. 1 shows external appearance of the BWR

pressure vessel model, and Fig. 2 does a cross section. Each

color in Figs.1-2 means computer aided design (CAD) data

of parts. The finite element mesh is used the tetrahedral solid

element, then detailed information of mesh is shown in Table

1 and meshes of some parts are shown in Figs. 3-4. In the

structural analysis using quadratic mesh, the total degrees of

freedom of a problem amount to about 204 million.

Moreover, as shown in Table 1, the mesh has irregularity and

there is a large difference between a fine part and a coarse

part. As the result, the BWR pressure vessel model seems to

be ill-conditioned problem, which suffers from a bad conver-

gence property. For solving such problems, a special method

with a high convergence rate is indispensable, IBDD-DIAG

method in ADVENTURE_Solid is so effective7).

3. Numerical Experiments
In this section, seismic response analysis of the BWR

pressure vessel model is demonstrated. As boundary condi-

tions for a quasi static analysis, a bottom plane of its skirt

portion is fixed, and body force by its own weight is taken to

horizontal direction. On the other hand, as boundary condi-

tions for a dynamic analysis, earthquake-induced accelera-

Fig. 1  The external appearance of the BWR pressure vessel model.

Fig. 2  The cross section of the BWR pressure vessel model.

Fig. 3  The mesh around of a nozzle.

Fig. 4  The mesh around of a control rod guide tube.

Nodes Edge  length Element height 
Elements

Vertex Middle Maximum Minimum Average Maximum Minimum Average

39,746,750 10,225,478 57,684,746 115.647 1.454 28.772 72.600 0.310 15.152

Table 1  The mesh information of the BWR pressure vessel model.
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tion and load are applied to a bottom plane of its skirt por-

tion, stabilizers, and control rod drive mechanism housing.

Besides, the damping is not considered. At first analysis, the

model is regarded as single material. Table 2 shows the com-

putational performances of static or dynamic elastic analysis

on the 1,024 APs. Fig. 5 plots convergence histories of rela-

tive residual norm by IBDD-DIAG method. Our system is

succeeded in solving static problem in about 133 minutes

and dynamic problem in about 13 minutes, which are with

over 25% of peak FLOPS performance and over 98.3% of

vector operation performance. In general, the dynamic prob-

lem is easy to solve owing to mass term compared with the

static problem. As the result, the present system is possible

to analyze the BWR pressure vessel model with very com-

plex shape and about 204 million DOF mesh.

Next, for more realistic demonstration, the model is

regarded as multi-materials. The number of materials is

eleven, and the maximum ratio of Young's modulus is over

400 times. Table 3 shows the computational performances of

one unsteady step of dynamic elastic analysis on the 2,048

APs. Fig. 6 plots convergence history of relative residual

norm by IBDD-DIAG method. Our system is successfully to

analyze in about 6.4 minutes. Moreover, since IBDD-DIAG

method shows efficiently performance for multi-material

problems9), the multi-material problem is converged with

318 iterations almost same as the single material problem.

Consequently, the present system is possible to realize the

virtual demonstration test for the seismic response problem

of BWR pressure vessel. 

For the future work, the seismic response problem of the

BWR pressure vessel model is continuously analyzed.
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