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In this project, we have chosen three important sub-projects- turbulence simulation, protein simulation and nano-scale simula-

tions- as representative topics from the fields of engineering, life science, and nanotechnology and achieved the following results.

In the turbulence simulation, we conducted the world's largest engineering large eddy simulation (LES) of flow around a

formula car (known as one of the most severe subjects in industry) to emphasize the validity of using high performance com-

puting (HPC) technique to apply large-scale LES to industrial applications . The unstructured-grid LES code "FrontFlow/red"

based on a finite volume (FV) scheme was intensively optimized for execution on the Earth Simulator, large-scale vector-par-

allel super computer, and we successfully simulated the unsteady turbulent flow around the formula car by using over 100

million elements.

In the protein simulation, we recently developed a parallelized integral-direct algorithm for the second-order Møller-Plesset

perturbation theory (MP2), and implemented it into the ABINIT-MP program of the fragment molecular orbital (FMO)

scheme. We conducted a series of benchmark FMO-MP2 calculations on the Earth Simulator of realistic proteins consisting of

the tens of thousands of basis functions. The calculations were found to be highly accurate indicating that the ABINIT-MP

program is easily applicable to realistic systems.

In the nanoscale simulation, we present very large-scale first-principles simulations using the PHASE code. PHASE is a

plane-wave pseudopotential simulation package within the generalized gradient approximation, and is designed for large-scale

vector-parallel super computers such as the Earth Simulator. We calculated the As-donor state in Si by using a super-cell

model that contains 5,832 atoms, and revealed its fine structure that is due to intervalley interaction. These results are indis-

pensable for designing future silicon nano-devices.

Keywords: large eddy simulation, aerodynamic force, formula car, FMO, MP2, silicon nano-device, 

first principles calculation, donor state, intervalley interaction
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1. Assessment of aerodynamic force on a formula car
by using a large scale LES
The objective of this sub-project is to emphasize the

validity of applying large eddy simulation (LES) by apply-

ing high performance computing (HPC) technique to indus-

trial applications, as a tool for engineering turbulence simu-

lation. For this purpose, we conducted the world's largest

LES of flow around a formula car, which is one of the most

severe subjects in industry from the viewpoint of both the

demand of very high accuracy and pressed development

time. The unstructured-grid LES code FrontFlow/red based

on a finite volume (FV) scheme was intensively optimized

for execution on the Earth Simulator, a large-scale vector-

parallel super computer. We achieved high vectorization and

parallelization of more than 96.4% and 99.9%, respectively,

in the simulation on 100 nodes (800 processors), and this
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made possible conducting the large-scale LES by using over

100 million elements.

1.1 Validation of the large-scale LES on the ASMO model 1)

Before the formula simulation, we first conducted the

LES on the aerodynamic model ASMO (25 million ele-

ments) to estimate the validity of our LES method.  The

pressure distribution on the vehicle body surface obtained by

our LES was compared with existing wind tunnel experi-

mental data, and a good agreement was found (see Fig. 1).

The most notable feature was the reproduction of the base

pressure of the vehicle body, which, in contrast, was very

poorly estimated by our RANS (Reynolds Averaged Navier-

stokes Simulation, the conventional stimulation currently

used in the automotive industry), such as the k-epsilon (k-e)

or Reynolds Stress Model (RSM).

1.2 Unsteady 3-D turbulence simulation of the flow around a

formula car (LOLA)

The LES of flow around the wind tunnel test model (1/2

scale) of the LOLA B03/51 was conducted using 120 million

elements, which is, to the best of our knowledge, one of the

largest engineering LES simulations. The large-scale flow

structures that dominate turbulent flow field were directly

simulated, and time-series behaviors of separated flows 

and vortices at the wake of the vehicle were identified (see

Figs. 2 and 3). In the near future, greater attention will be

paid to the unsteady aerodynamic forces acting on automo-

biles that are generated by sudden steering action in overtak-

ing, or cross wind conditions. These are difficult to measure

using conventional wind tunnel tests or RANS models. 

In addition to its high accuracy, an advantage of LES is its

possibility of capturing such unsteady forces, and this will

contribute to aerodynamic design innovation in the automo-

tive industry. 

2. Protein Simulation
2.1 FMO-MP2 Method 

Kitaura's fragment molecular orbital (FMO) method is a

promising way of treating the issues of real-scale proteins in

an ab initio fashion2–4). In the FMO scheme, calculating the

entire protein at once is made unnecessary by dividing it into

the fragments of amino acid residues. That is to say, the

FMO calculations proceed in a fragment-by-fragment man-

ner. The interactions among fragments are, of course, quan-

tum-mechanically incorporated. The energies and densities

of each fragment are summed up finally.

The ABINIT-MP program that was originally developed

by Nakano et al. for the parallelized Hartree-Fock (HF) cal-

culations of proteins with FMO method 5, 6) has been extend-

ed in the Frontier Simulation Software for Industrial Science

and the Revolutionary Simulation Software project at the
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Fig. 1  Surface pressure distribution of ASMO model (Comparison with

LES, RANS, and experimental data).

Fig. 2  Instantaneous and time averaged velocity distribution around a

formula car obtained with the large-scale LES.

Fig. 3  Instantaneous vorticity distribution around a formula car

obtained with the large-scale LES.
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Institute of Industrial Science, the University of Tokyo since

FY2002. One of the extensions is the post-HF calculation for

introducing the electron correlation effect. These correlated

calculations are essential for describing weak interactions of

hydrogen bonding (HB) and van der Waals (vdW) interac-

tions both of which are crucial in proteins.

The second order Møller-Plesset perturbation theory

(MP2) has an advantage over the density functional theory

(DFT) in treating such delicate interactions safely. Thus, we

have recently developed a parallelized integral-direct MP2

algorithm and implemented it into ABINIT-MP 7, 8). In the

FMO-MP2 calculations with ABINIT-MP, a flexible paral-

lelization is possible by combining the fragment indices

(upper level) and two-electron integral indices (lower level)

on distributed computational resources. No communications

across worker processes are required during the integral pro-

cessing for the MP2 correlation energy. The MP2 density

can also be evaluated in our implementation.

To vectorize the FMO-MP2 method requires three crucial

steps, 1) integral generation, 2) Fock matrix construction,

and 3) quarter transformation. The integral generation with

the Obara algorithm11) is vectorized by using a loop expan-

sion technique. The initial integral calculation over s func-

tions for the Obara algorithm— which has a four-term

Taylor expansion and asymptotic expansion method that

contains one if statement and square-root operation— could

be vectorized on the Earth Simulator.

To vectorize the direct Fock matrix construction, we

employed a working Fock array algorithm9) that was origi-

nally proposed by Nishiguchi et al.10) for cell-wise dynamics,

and is known as the "particle-pusher" method in the field of

plasma simulations. Since the DAXPY and the DDOT oper-

ations12) are used in the most inner loop of each quarter

transformation step of MP2 calculation7, 8), the vectorization

of MP2 energy and density calculation is straightforward.

2.2 Benchmark Calculations

We conducted a series of benchmark calculations on the

Earth Simulator. Here, we introduce two examples. The first

is the FMO-HF calculation of (Gly)160 alpha helix conforma-

tion at the HF/STO-3G level of theory. The total numbers of

atoms and basis functions are 1,123 and 3,687, respectively.

We used 128 nodes (1024 CPUs) of the Earth Simulator.

The sustained performance was about 1.3 TFLOPS, and that

is about 16% of the peak performance.

The second involves a drug design for the vitamin D

receptor (VDR) protein, which is a member of the nuclear

receptor (NR) superfamily and works as a transcription fac-

tor. The agonist of the VDR acts to elicit many activities and

this makes it a promising candidate drug for the treatment of

a number of diseases including cancer and osteoporosis. The

active form of vitamin D, 1α, 25-dihydroxyvitamin D3, is a

typical example of such molecules, and an X-ray structure of

its complex with the VDR ligand binding domain (253

residues) is available (PDB ID: 1DB1, resolution 1.8Å)13, 14).

After hydrogen attachment and reoptimization, the complex

system consists of 4,130 atoms and 22,617 basis functions

(6-31G basis set). This is the largest size to which the Post-

HF calculation has been applied.

The turn-around time for the MP2 energy was only 3.3

hours using 64 nodes (512 CPUs) of the Earth Simulator. A

medicinal investigation including comparison with other

candidate drugs is in progress. Benchmark calculations have

demonstrated the practicality of the FMO-MP2 calculations.

Now, we can routinely handle a variety of protein systems

with a few hundreds amino acids with FMO-MP2 calcula-

tions on the Earth Simulator.

3. Nanoscale Simulation
3.1 As Donor State in Silicon

Although detailed knowledge of shallow donor state is

important for the design of future semiconductor nano-devices,

no first principles calculation has been made as the donor state

expands to a wide area, and requires very large computational

resources beyond those of the standard super-computer. Using

Earth Simulator, we have succeeded in calculating the As

donor state in crystalline silicon. We used a cubic super cell

consisting of 5,832 atoms, and substituted an As atom for the

center Si atom. The calculation was made using the PHASE

code, which is based on the density functional theory (DFT)

with its gradient approximation and uses pseudo-potentials and

plane wave expansions. With the PHASE code we achieved an

effective calculation of 13.6 TFLOPS by using 3,072 CPUs,

which attain 57% of the peak performance of Earth Simulator

with the same number of CPUs.

The six folded As-donor levels in the present effective-

mass approximation were found to split into three levels, an

A1 singlet, a T2 triplet, and an E doublet. The energy splitting

between the A1 and T2 levels, and that between the T2 and E

levels were 20 meV, and 1 meV, respectively, and this pre-

cisely reproduced the observed values. These results show

that first principles calculations are useful for the design of

such future nano-devices as those using the fine structure of

shallow donors.

3.2 Optimization of High-End Simulation Software to the

Earth Simulator

In the course of recent advancements in the capability of

high-end computers and super computers, researchers and

engineers have been required to exploit skillful simulation

technology to accelerate their jobs and produce valuable

results within specific time periods. This is the reason these

simulations could provide some provisions or insights to

experimentalists and theorists beyond the time and space
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spent on their problems. With this background, it has been

gradually accepted by them as a smart tool for reaching the

solutions of their problems. These smart tools, however

sometime force them to use elaborate high-performance

computing to achieve cost effectiveness for research and

development. As is well known, high-end computers have

advanced their performance rapidly with increasing com-

plexity in parallel software, algorithms and architectures.

However, a wide gap still exists between the peak speed as a

theoretical value and sustained speed in practical work. To

reduce this gap and achieve cost effectiveness, researchers

and engineers have been forced to increase computing speed

by tuning their simulation codes for high-end computers by

laborious work following their experience and intuition

without a reasonable optimization methodology.

In this project, our group is aiming at building up an

effective optimizing methodology for the simulation codes

that were developed for leading science and technology.

Within this framework, we have optimized PHASE, the first

principle electron structure code for nano science and tech-

nology, to the Earth Simulator by parallelization, vectoriza-

tion, and modification of parallel algorithms. As a result,

PHASE has been parallelized up to 99.98% and vectorized

to 99.8% through restructuring the program. For increasing

the sustained speed in large-scale simulations, the residual

unparalleled subroutines were modified by applying a new

parallel algorithm. The speed-up reached approximately 4-7

times that of the original PHASE code.

For validity of the physics, the optimized PHASE was

also verified through simulation results by confirming that

PHASE enables simulating a typical carbon diamond struc-

ture correctly. Results made clear that PHASE is well opti-

mized and the new parallel algorithm is effective for increas-

ing the speed and reducing the time to solution.
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