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1. Introduction
Despite their dominance of high-end computing (HEC)

through the 1980's, vector systems have been progressively

replaced by microprocessor based systems due to the lower costs

afforded by mass-market commercialization and the relentless

pace of clock frequency improvements for microprocessor cores.

However, while peak performance of superscalar systems has

grown exponentially, the gradual slide in sustained performance

delivered to scientific applications has become a growing 

concern among HEC users. This trend has been widely attributed

to the use of superscalar-based commodity components whose

architectural designs offer a balance between memory perform-

ance, network capability, and execution rate that is poorly

matched to the requirements of large-scale numerical computa-

tions. Furthermore, now that power dissipation is limiting 

the growth rate in clock frequency, the low sustained perform-

ance of superscalar systems has risen to the forefront of con-

cerns. The latest generation of custom-built parallel vector 

systems have the potential to address these performance chal-

lenges for numerical algorithms amenable to vectorization.

This work build on our previous effort [1, 2] and compares

performance of the cacheless vector Earth Simulator (ES)

versus various other supercomputer platforms. Performance

results are presented from two key scientific computing

domains: computational fluid dynamics and magnetic fusion.

This work explores two applications from leading scientific domains in the areas of magnetic fusion (GTC), and Navier-

Stokes turbulent flow (ELBM3D). We compare performance between the vector-based Earth Simulator, and other leading

supercomputer architectures. Overall results show that the ES attains unprecedented aggregate performance across our evalu-

ated applications, demonstrating the tremendous potential of modern parallel vector systems.

Keywords: Performance evaluation, vectorization, scientific computing

2. GTC
GTC is a 3D particle-in-cell code used for studying turbu-

lent transport in magnetic fusion plasmas [3]. The simulation

geometry is that of a torus, which is the natural configuration

of all tokamak fusion devices. As the charged particles form-

ing the plasma move within the externally-imposed magnetic

field, they collectively create their own self-consistent elec-

trostatic (and electromagnetic) field that quickly becomes

turbulent under driving temperature and density gradients.

Waves and particles interact self-consistently with each

other, exchanging energy that grows or damps their motion

or amplitude. The particle-in-cell (PIC) method describes

this complex phenomenon by solving the 5D gyro-averaged

kinetic equation coupled to the Poisson equation.

GTC was originally optimized for superscalar SMP-based

architectures by utilizing two levels of parallelism: a one-

dimensional MPI-based domain decomposition in the

toroidal direction, and a loop-level work splitting method

implemented with OpenMP. However, the mixed-mode

GTC implementation is poorly suited for vector platforms

due to memory constraints and the fact that vectorization and

thread-based loop-level parallelism compete directly with

each other. As a result, previous vector experiments [1] were

limited to 64-way parallelism-the optimal number of

domains in the 1D toroidal decomposition. Note that the
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number of domains (64) is not limited by the scaling of the

algorithm but rather by the physical properties of the system,

which features a quasi two-dimensional electrostatic poten-

tial when put on a coordinate system that follows the mag-

netic field lines. GTC uses such a coordinate system and

increasing the number of grid points in the toroidal direction

does not change the results of the simulation. 

To increase GTC's concurrency in pure MPI mode, a third

level of parallelism was recently introduced. Since the com-

putational work directly involving the particles accounts for

almost 85% of the overhead, the updated algorithm splits the

particles between several processors within each domain of

the 1D spatial decomposition. Each processor then works on

a subgroup of particles that span the whole volume of a

given domain. This allows us to divide the particle-related

work between several processor and, if needed, to consider-

ably increase the number of particles in the simulation. The

update approach maintains a good load balance due to the

uniformity of the particle distribution.

Prior to our October 2005 visit to the ESC, further vector

optimizations were explored in GTC for the newly upgraded

Cray X1E platform at the Oak Ridge National Laboratory.

The ES version of the code did not perform as well on the

X1 and X1E as on the ES due to the much slower scalar

processor on those Cray computers and the large impact of

having sections of the codes that do not multistream nor vec-

torize. Such sections run at least 32 times slower than fully

multistreamed and vectorized sections on the X1/X1E. The

main optimizations consisted of vectorizing a smaller loop in

the code and changing the order of the dimensions for sever-

al GTC grid arrays. This latter change improved the per-

formance of the code by 20% on the X1E but only by up to

3% on the ES. This can be attributed to the faster memory

subsystem on the ES. Although the X1E processor (MSP)

has a higher peak performance than the original X1 (and ES

processor), 2 MSPs now share the same memory bandwidth

as was available to a single MSP on the X1. In spite of this,

the new vector and multistream optimizations now allow

GTC to run as fast on an X1E MSP as on an Earth Simulator

processor, although not as efficiently in terms of percentage

of peak performance (10% vs 23%).

Another platform of interest for particle- in-cell codes is

the recent Cray XT3 computer, which uses the AMD Opteron

processor. Due to its architecture the Opteron has a higher

memory access speed than other super-scalar systems, a key

requirement to achieve good performance for the numerous

random memory accesses performed in PIC calculations.

2.1 Experimental Results

For this performance study, we keep the grid size constant

but increase the total number of particles so as to maintain

the same number of particles per processor, where each

processor follows about 3.2 million particles. Table 2 shows

the performance for the Cray XT3 and ES. The first differ-

ence from the previous GTC vector study [2], is the achieve-

ment of yet another increase in concurrency. The new parti-

cle decomposition algorithm allowed GTC to efficiently uti-

lize 4,096 processors (compared with only 64 using the origi-

nal approach), although this is not the limit of its scalability

as Blue Gene/L benchmarks have shown good scaling past

the 16,000 processor mark. With this new algorithm in place,

GTC fulfilled the very strict scaling requirements of the ES

and achieved an unprecedented 7.2 Tflop/s on 4,096 proces-

sors. This performance has not been achieved yet on any

other platform. Additionally, the Earth Simulator sustains a

significantly higher percentage of peak (23%) compared with

other platforms. While GTC achieves only 10 to12% on the

Cray X1E, the Opteron-based Cray XT3 gets up to 15% of

peak, which is very good for a super-scalar machine.

Although the XT3 is only 2.5 times slower than the Earth

Simulator, we would still need a little more than 10,000

processors to achieve the top performance of GTC on the ES.

3. ELBM3D
Lattice-Boltzmann methods (LBM) have proved a good

alternative to conventional numerical approaches for simu-

lating fluid flows and modeling physics in fluids [4]. The

basic idea is to develop a simplified kinetic model that incor-

porates the essential physics, and reproduces correct macro-

scopic averaged properties. These algorithms have been used

extensively over the past ten years for simulating Navier-

Stokes flows. As can be expected from explicit algorithms,

LBM are prone to numerical nonlinear instabilities as one

pushes to higher Reynolds numbers. These numerical insta-

bilities arise because there are no constraints imposed to

enforce the distribution functions to remain non-negative.

Such entropic LBM algorithms, which do preserve the non-

negativity of the distribution functions-even in the limit of

arbitrary small transport coefficients-have recently been

developed for Navier-Stokes turbulence [5]. Our LBM appli-

cation is representative of this active research area: the

ELBM3D code uses the entropic LB algorithm to simulate

P

Cray XT3 ES
Part/
Cell Gflp/

Proc
%
Pk

Gflp/
Proc

Spd
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%
Pk

64

128

256

512

1024

2048

4096

100

200

400

800

1600

3200

6400

0.66

0.69

0.71

0.72

0.73

0.74

0.73

13.7

14.3

14.7

15.0

15.2

15.3

15.2

1.85

1.78

1.77

1.78

1.77

1.75

1.76

23.1

22.3

22.1

22.2

22.0

21.9

22.0

2.8

2.6

2.5

2.5

2.4

2.4

2.4

Table 1  GTC results on Cray XT3 and ES.
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the behaviour of Navier-Stokes turbulence [6]. While LBM

methods lend themselves to easy implementation of difficult

boundary geometries, e.g., by the use of bounce-back to sim-

ulate no slip wall conditions, here we report on 3D simula-

tions under periodic boundary conditions, with the spatial

grid and phase space velocity lattice overlaying each other.

Each lattice point is associated with a set of mesoscopic

variables, whose values are stored in vectors proportional to

the number of streaming directions. The lattice is partitioned

onto a 3-dimensional Cartesian processor grid, and MPI is

used for communication. As in most simulations of this

nature, ghost cells are used to hold copies of the planes of

data from neighboring processors.

In simple terms a LB simulation proceeds by a sequence

of collision and stream steps. A collision step involves data

local only to that spatial point, allowing concurrent, depend-

ence-free point updates; the mesoscopic variables at each

point are updated through a complex algebraic expression

originally derived from appropriate conservation laws. A

stream step evolves the mesoscopic variables along the

streaming lattice. However, a key optimization is often

implemented, saving on the work required by the stream

step. The two phases of the simulation can be combined, so

that either the newly calculated particle distribution function

can be scattered to the correct neighbor as soon as it is calcu-

lated, or equivalently, data can be gathered from adjacent

cells to calculate the updated value for the current cell.

For ELBM3D, a non-linear equation must be solved for

each grid-point and at each time-step so that the collision

process satisfies certain constraints. The equation is solved via

Newton-Raphson iteration (5 iterations are usually enough to

converge to within 10–8), and as this equation involves taking

the logarithm of each component of the distribution function

at each iteration, the whole algorithm becomes heavily con-

strained by the performance of the log function.

3.1 Experimental Results

Table [3] presents ELBM3D performance on the Cray

XT3 and ES. Observe that the vector architecture clearly

outperform the scalar systems by a significant factor. The ES

sustains the highest fraction of peak across all architectures

tested to date—39% even at the highest 2048-processors

concurrencies. Further experiments on the ES on 4096

processors attained an aggregate performance of over 13

Tflop/s. However, the Cray XT3 also does quite well with

this application achieving a steady 22% of peak, or just over

1 GFlop/s. The relatively high performance is due to the log

functions being computed via a call to the AMD ACML

library, which enables pipelining of all log computations. In

addition, the code is tuned slightly for cache reuse, obtaining

a speedup of about 15% over the vector version.

Preliminary experiments on the Cray X1E show perform-

ance of about 4.5 GFlop/s per processor. This is somewhat

faster than the ES, but a lower percentage of peak, 25%, than

that delivered by the ES. 

4. Summary
This study examined two scientific applications on the

vector-based ES and superscalar Cray XT3 platforms. We

presented a refinement of the decomposition parallelization

for the GTC magnetic fusion simulation. This new approach

allowed scalability to 4096 processors on the ES (compared

to only 64 using the previous code version), opening the

door to a new set of high-phase space-resolution simulations,

that to date have not been possible. Next we presented

ELBM3D, an entropic lattice Boltzmann application used to

study the onset evolution of fluid flow turbulence. The ES

showed very high ELBM3D performance, achieving over

39% of peak at the highest concurrencies. 

Overall results show that the ES achieved the highest

aggregate performance on any architecture tested to date

across our pair of applications, demonstrating the tremen-

dous potential of modern parallel vector systems.
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