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In this project, we have chosen five important sub-projects- turbulence simulation, aeroacoustics noise simulation, structure

analysis, protein simulation and nano-scale simulations- as representative topics from the fields of engineering, life science,

and nanotechnology and achieved the following results.

In the turbulence simulation, we conducted the world's largest engineering large eddy simulation (LES) of flow around a

formula car (known as one of the most severe subjects in industry) to emphasize the validity of using high performance com-

puting (HPC) technique to apply large-scale LES to industrial applications. The unstructured-grid LES code "FrontFlow/red"

based on the Finite Volume (FV) scheme was intensively optimized for the execution on Earth Simulator, and we could suc-

cessfully simulate the unsteady turbulent flow around the formula car using over 100 million. The software developed was

also applied to a racing motorcycle and a commercial sedan with collaboration with industries, and validity of the method for

the industrial use has been confirmed.

In the aeroacoustic simulation, we predicted aeroacoustic noise that is radiated from a low-speed axial flow fan, with a six-

blade rotor installed in a casing duct. A one-way coupled simulation of LES and acoustical analysis was conducted. First, we per-

formed LES by using FrontFlow/Blue. In the LES, we successfully captured a turbulent boundary layer on the rotor blade sur-

faces and predicted pressure fluctuation on the hub and rotor blade surfaces. Pressure fluctuations computed by the LES were fed

to the acoustical analysis as a sound source. The predicted sound pressure level (SPL) agrees well with the measured SPL. 

In the field of structure analysis, analysis of more than 100 million points is enabled by FrontSTR. We will try a more com-

plicated analysis such as dynamic analysis or nonlinear analysis in the future. FrontSTR was designed for HEC environments

and uses parallel and vector functions efficiently. It can be expected that the practical analysis range will be wider.

In the protein simulation, we recently developed a parallelized integral-direct algorithm for the configuration interaction

singles with perturbative doubles correction (CIS(D)), and implemented it into the ABINIT-MP program of the multilayer

fragment molecular orbital (MLFMO) scheme. We conducted FMO-MP2 and MLFMO-CIS(D) calculations on the Earth

Simulator of realistic proteins consisting of tens of thousands of basis functions. The calculations were found to be highly

accurate indicating that the ABINIT-MP program is easily applicable to realistic systems.

In the nanoscale simulation, we have calculated the energy levels of As donor state in Si, using the PHASE which is a first

principles calculation code. Adopting the real number formalism for the wave functions, we succeeded in calculating 8,000-

atom system. Thus, the uncertainty due to the overlap of donor wave functions in case of 5,800-atom system was completely

eliminated. Next we undertook the analysis of conduction properties of DNA, which is considered as one of the building

blocks for future nano-scale electronic devices. It is found that carriers hop along DNA with a velocity of about 1,000 cm/sec.
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1. Assessment of an aerodynamic force on a formula
car using a large scale LES
The objective of this sub-project is to emphasize the

validity of large eddy simulation (LES) by applying high

performance computing (HPC) technique to an aerodynamic

assessment of automobiles. For this purpose, the unstruc-

tured-grid LES code FrontFlow/red based on a finite volume

(FV) scheme was intensively optimized for execution on the

Earth Simulator.

Recently greater attention is going to be paid to unsteady

aerodynamic force acting on automobiles, which is generat-

ed from sudden steering action, overtaking, or cross wind

conditions and difficult to measure by the conventional wind

tunnel tests or RANS models. The advantage of LES, in

addition to its high accuracy, is its possibility of capturing

such unsteady force, which will contribute to the aerody-

namic design innovation in automotive industry.

1.1 Formula car (LOLA B03/51) [1]

LES of flow around a formula car, which is one of the

most severe subjects in automotive industry from the view-

point of both the demand of very high accuracy and pressed

development time, was conducted on 100 nodes (800 CPUs)

using 120 million elements. The simulation is, to the best of

our knowledge, one of the world's largest engineering LES

simulations. As shown in Table 1, the aerodynamic forces

estimated show good agreement with the wind tunnel data

(within several percent!). Various unsteady flow features

around the car was investigated, and, as a typical example,

effect of wheel rotation on the flow structure is visualized in

Fig. 1. These results clearly indicate the effectiveness of

large-scale LES in the very near future for the computation

of flow around vehicles with complex configurations.  

1.2 Application to a racing motorcycle a commercial sedan

and [2]

The software developed was successfully applied to the

racing motorcycle (SUZUKI GSV-R in Fig. 2) and the com-

mercial sedan (MAZDA Atenza in Fig. 3), and validity of

the method for the industrial use has been confirmed through

thorough comparison of reproduced eddy structures as well

as the aerodynamic forces with the experimental data.

2. Prediction of aeroacoustic noise from an axial-flow
fan
Aeroacoustic noise that is radiated from a low-speed axial

flow fan with a six-blade rotor installed in a casing duct, is

predicted by a one-way coupled simulation of the computa-

Keywords: large eddy simulation, aerodynamic force, formula car, aeroacoustics noise, FMO, MP2, CIS(D),

First principles calculation, As donor state, DNA, Conjugate gradient methods, Finite Element method

Table 1  Aerodynamic coefficients.

Fig. 1  Snapshots of the velocity distribution around a formula car with

(below) or without (above) wheels rotation.

Fig. 3  Snapshots of the velocity distribution around the commercial

sedan (MAZDA Atenza).

Fig. 2  Snapshots of the pressure fluctuation on the surface of the racing

motorcycle (SUZUKI GSV-R) and rider.
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tion of the unsteady flow in the ducted fan and computation

of the sound radiated to the ambient air. The former is per-

formed by using our original LES (large eddy simulation)

code, FrontFlow/blue[3–5], which is based on the Dynamic

Smagorinsky Model (DSM) and multi-frame-of-reference

dynamic overset finite element method (FEM). Computed

pressure fluctuations on the hub, casing, and blade surfaces

are fed to the following acoustical analysis as input data. The

LES was performed on the Earth Simulator by using 40

nodes (320 CPUs). The latter (acoustical analysis) is per-

formed by using a commercial code, SYSNOISE, which

computes the sound field in the frequency domain on the

basis of a boundary element method (BEM). In the acousti-

cal analysis, the effects of the rotation of the blades and scat-

tering of the incident sound at the blade surfaces on the

sound field are neglected because they are presumably small

for relatively low frequency sound radiated from a low-

speed axial fan.

The LES that uses approximately 30 million hexahedral

elements reproduced the transition to the turbulent boundary

layer (TBL) on the suction surface of the rotor blades as well

as the tip-leakage flow. The instantaneous vorticity magni-

tudes on the hub and rotor blade surfaces are shown in Fig. 4.

We generate sound source data for an acoustical analysis

by performing spectrum analysis and data mapping (from

the LES mesh to the acoustical analysis mesh) for the pres-

sure fluctuations predicted by the LES. A comparison of

sound pressure level (SPL) is shown in Fig. 5. Reasonable

agreement is obtained between the predicted and measured

SPL evaluated 1.5 m upstream of the rotor blade center. 

3. Structural analysis with high precision for large-
scale industrial machines
The structural analysis code, FrontSTR, which has been

developed in the FSIS project since 2003, is based on standard

FEM techniques[6][7][8]. One of the most remarkable features of

this code is high performance that is suitable for large-scale

computational models with high end computing. The key issue

is using HEC-MW, which is designed to utilize the high effi-

ciency of various systems without changing the code.

3.1 Numerical experiments performed on Earth Simulator

We carried out two kinds of experiments.

1. We inspected the parallel efficiency by increasing the

number of CPUs for the same size model.

2. We showed the possibility of large-scale computation

by increasing the size of the model as the number of

CPU increases.

The calculation time for a four-million-node model

according to the number of CPUs is shown in Fig. 1.

According to Fig. 6, the increase in calculation speed

between 8 and 256 CPUs is about a factor of 18. This means

that the parallelizable fraction is 99.67%. Furthermore, we

observe that the fraction increases as the model size becomes

larger.

The model size that can be treated as the number of CPUs

is increased is shown in Table 2. On the other hand, calcula-

tion time is almost constant. This shows that no matter how

big calculation is possible if there are a sufficient number of

CPUs. The calculation performance on each CPU is about 4

Mflops, which is 50% of peak performance.

Fig. 4  Distribution of vorticity magnitude on hub and rotor blade surfaces.

Fig. 5  Comparison of SPL. Fig. 6  Calculation time vs. number of CPUs.
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4.2 Benchmark Calculations

We conducted a series of benchmark calculations on the

Earth Simulator. Here, we introduce three examples. The

first is the FMO-HF calculation of (Gly)512 alpha helix con-

formation at the HF/STO-3G level of theory. We used 512

nodes (4096 CPUs) of the Earth Simulator. The sustained

performance was about 5.1 TFLOPS, and that is about 15%

of the peak performance.

The second involves acetylcholinesterase (AChE), which

is an important target protein for the design of new anti-

3.2 Practical calculations

In FrontSTR, static analysis and analyses of computation-

ally higher complexity such as nonlinear or dynamic analy-

ses are possible.

A pressure pump model is shown in Fig. 7. The Earth

Simulator is 30 times faster than serial machines in calcula-

tions using this model. This high performance will lead to a

wider variety of analyses. 

4. Protein Simulation
4.1 MLFMO-CIS(D) Method

Kitaura's fragment molecular orbital (FMO) method is a

promising way of treating the issues of real-scale proteins in

an ab initio fashion [9, 10]. In the ab initio FMO method, a mol-

ecule or a molecular cluster is divided into fragments, and

the MO calculations on the fragments (monomers) and the

fragment pairs (dimers) are performed to obtain the total

energy that is expressed as a summation of the fragment

energies and inter-fragment interaction energies (IFIEs).

The ABINIT-MP program that was originally developed

by Nakano et al. for the parallelized Hartree-Fock (HF) cal-

culations of proteins with FMO method has been extended in

the "Revolutionary Simulation Software for 21st Century"

and JST CREST projects. One of the most important exten-

sions is the excited states calculation for large molecules

such as protein and DNA with the configuration interaction

singles with perturbative doubles correction (CIS(D))

method [11] proposed by Head-Gordon et al. [12].

The CIS(D) method provides the energy corrections both

of the relaxation and differential correlation for the respec-

tive CIS excited states. The implementation of CIS(D) is

based on our original algorithm for the second-order Møller-

Plesset perturbation (MP2) calculations [13]. There is no need

to communicate bulky intermediate data among worker

processes of the parallelized execution. This CIS(D) code is

then incorporated into a developer version of ABINIT-MP

program, in order to improve the overestimation in excita-

tion energies calculated by the CIS method in conjunction

with the multilayer fragment molecular orbital scheme

(MLFMO-CIS) [14]. Since the DAXPY and the DDOT opera-

tions are used in the most inner loop of each step of CIS(D)

method [11], the vectorization of CIS(D) calculation is

straightforward.

# of CPUs

# of Nodes 
(106)

8 16 32 64 128 256

Time (103 sec) 3.15 3.14 3.22 3.22 3.35 3.35

4 8 16 32 64 128

Table 2  Time invariance under varying #CPUs.

Fig. 7  Self-gravity analysis of 100 million D.O.F high-pressure pump

model.

Fig. 8  Graphic representation of DsRed (PDB ID: 1ZGO) in solid-rib-

bon fashion. The pigment moiety located at the center of barrel is

drawn with spheres. Hole (lower left graphic) and particle (lower

right graphic) natural orbitals of the excited state of interest.
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Alzheimer drugs. A full electron calculation for the AChE -

aricept complex (PDB ID: 1EVE) was performed by the

fragment molecular orbital (FMO) method on the Earth

Simulator. The target system contains 532 amino acid

residues and 8,409 atoms. The calculation at MP2/6-31G

level of theory took only 3.0 hours with 128 nodes (1024

CPUs). This is the largest size to which the MP2 calculation

has been applied.

The third is the MLFMO-CIS(D) calculation for a red flu-

orescent protein isolated from Discosoma coral (known as

DsRed, Fig. 8) [15]. The calculated excitation energy of 2.30

eV is in good agreement with the experimental energy of

2.22 eV. The corresponding MLFMO-CIS(D)/6-31G job

including the preceding FMO-HF stage required 20.2 hours

on 20 cores of Xeon clusters. The same job took only 34.5

min on 128 nodes of the Earth Simulator. This was a promis-

ing timing for the target protein containing more than two

hundreds residues (with 20 thousands basis functions)

though the tuning of our program has still been in progress. 

5. Nanoscale Simulation
5.1 As Donor state in Silicon

Last fiscal year we reported the energy structure of the As

donor state in 5,832 Si atoms using the first-principles calcu-

lation code PHASE on the Earth Simulator. We demonstrat-

ed that the six folded As-donor levels in the effective-mass

approximation split into three levels. The relative energy

levels reproduced observed values precisely, while uncer-

tainty about the absolute values remained due to the overlap

of the donor wave function between adjacent cells. To

escape the ambiguity, we tried to use a larger super-cell. We

reduced the memory size by using the real-space formalism

for the wave functions, and achieved a first-principles calcu-

lation of an 8,000-atom system (Fig. 9). The sustained peak

performance of 10.7 TFlops was measured on 3,072 CPUs,

which is 45% of the peak performance.

5.2 DNA in water

DNA is expected to be one of the building blocks in

future nanoscale electronic devices. We have calculated the

structure and energetic properties of DNA, which is com-

posed of GC-10 base pairs in water at room temperature. To

trace the motion of DNA for sufficiently long times, we used

the NAMD code, which is a classical molecular dynamics

simulator, well tuned to bio-molecular systems. Selecting the

geometries every ten psec, we have calculated the electronic

structure of the DNA in detail using the PHASE code. As is

shown in Fig.10, the HOMO and the LUMO are localized on

a guanine and a cytosine, respectively, at each snapshot.

They transfer to the neighboring guanine and cytosine in the

course of 10 psec, indicating that the carriers hop along

DNA with a velocity of about 1,000 cm/sec.
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