
223

Chapter 3  Epoch Making Simulation

Ultra-Large Scale Simulations for Superconductor MgB2

Device toward Nuclear Application and Fundamental
Issues in Nano-structured Superconductors

Project Representative

Masahiko Machida CCSE, Japan Atomic Energy Agency

Authors

Masahiko Machida 1, 5, Takuma Kano 1, 5, Susumu Yamada 1, 5, Toshiyuki Imamura 2, 5, 
Tomio Koyama 3, 5 and Masaru Kato 4, 5

1 CCSE, Japan Atomic Energy Agency
2 University of Electro-Communications
3 IMR, Tohoku University
4 Graduate school of Engineer, Osaka Prefecture University
5 CREST (JST)

This report describes results of the simulation study on the research for superconducting neutron detectors and related funda-

mental issues on nano-structured superconductors in fiscal year 2007. At first, in order to examine the response speed perform-

ance of the superconducting neutron detector using MgB2, we perform large-scale numerical simulations on non-equilibrium

superconducting dynamics after a neutron capture at the superconducting transition edge by solving the time-dependent

Ginzburg-Landau equation coupled with the Maxwell and the heat diffusion equations. The large-scale simulations on the Earth

Simulator successfully explain the experimental results carried out in JRR-3 (a nuclear reactor in JAEA) and reveal the non-

equilibrium superconducting dynamics. In addition, the simulation results suggest a crucial factor in improving the response

speed as a neutron detector. On the other hand, as a fundamental research issue of this project, we investigate population imbal-

ance effects in the attractive Hubbard model with confinement potential, which corresponds to spin imbalanced superconduc-

tors confined inside nano-scale structures and atomic Fermi gases loaded on an optical lattice. By employing the exact-diago-

nalization technique as a large-scale numerical tool we reveal that the imbalance and the strong correlation give rise to a specif-

ic imbalance structure in charge density profiles, which is observable as atomic density ones in atomic gas systems.
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1. Introduction 
After the discovery of an alloy superconductor MgB2 [1],

a large amount of experimental studies have been made in

order to clarify fundamental aspects of MgB2. As a result,

several novel features including the highest transition tem-

perature among metallic superconductors have been report-

ed, and many ideas toward applications using MgB2 have

been proposed. Among their ideas, an application suggested

by Ishida et al. is quite attractive for atomic energy science

[2]. The idea is as follows. When a neutron hits on MgB2

sample, a nuclear reaction occurs between the neutron and

an isotope of B, i.e., 10B with a high probability. Then, a

fixed nuclear energy is released as an initial kinetic energy

of the nuclear reaction products, and the energy transforms

into a heat, which leads to an instantaneous destruction of

the superconducting state if the temperature is set to be low-

ered than the superconducting transition temperature. Thus,

we can expect that an event of the nuclear reaction is observ-

able as an electrical signal in the superconducting current

carrying state [2], since the destruction of superconductivity

nucleates a normal spot along which an electrical resistance

is generated. This idea is basically equivalent to the detec-

tion processes of superconducting Transition Edge Sensor

(TES) for X-ray, Superconducting Single Photon Detector

(SSPD), and other ones [3]. Thus, a main aim of our project

using the Earth Simulator is to simulate the electrical signal

generation [4, 5] after the nuclear reaction [6-8] and to pro-

vide helpful information to an experimental team making a
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neutron detecting device and examining its performance. We

believe that the present simulation project enables to avoid

wasteful several trial experiments and shorten the develop-

ment period. 

In this fiscal year 2007, our simulation project team made a

simulation plan based on experimental results done jointly by

Osaka Pref. Univ. and Quantum Beam Science Directorate in

JAEA. The experiment was firstly performed on JRR-3 JAEA

in 2006 and the first signal for the neutron detection was

observed by setting MgB2 sample under the influence of the

neutron irradiation. The time response at the first observation

for the single neutron detection is an order of 10 ns, which is

completely consistent with our predicted data obtained by this

simulation project. Afterwards, the experimental team further

advanced the measurement tools and concluded that 1ns is the

fastest response time. The speed (1ns) was also proposed in

this simulation project. In addition to the speed, the experi-

mental team measured the temperature and the current magni-

tude dependences of the signal. In the fiscal year 2007, the

simulation team aimed at reproducing these dependences 

and understanding the related non-equilibrium dynamics. A

final goal is to answer a question how fast we can tune the

detector speed.

All simulations in this fiscal year employed the current

biased condition according to the experimental situation.

Their results show good agreements with the experimental

results. In addition, the results revealed that the local temper-

ature dynamics is much faster than the order parameter and

the related electrical field dynamics, which directly affects

the signal speed close to the transition. This is because the

order parameter relaxation time depends on the ratio of the

temperature to the transition temperature and grows toward

the transition while the response speed of the local tempera-

ture dynamics is not so dependent on the temperature. In

other words, this indicates that the local temperature dynam-

ics is irrelevant with the response speed of the electrical sig-

nal and the crucial factor to enhance the respond speed is the

order parameter relaxation time which abruptly grows close

to the superconducting transition. This suggests us how to

optimize both the respond speed and the signal intensity. 

As another issue of this simulation-based superconducting

research, we have done microscopic studies to raise the

superconducting transition temperature (Tc) to further high

temperature range. Although the issue requires a long time

and large resources, it is important for not only fundamental

physicist but also engineer since all the superconductor

applications now require a large energy cost to cool down

the system. Thus, we have started to study the superconduc-

tivity mechanism since the fiscal year 2004 [9]. An initial

research step for us is to develop numerical schemes to

approach the issue. This corresponds to making parallel pro-

grams executable on the Earth Simulator, i.e., making effi-

cient parallel codes for the exact diagonalization, the density

matrix renormalization group (DMRG) method, Quantum

Monte Calro, and so on. We believe that we now have suffi-

cient skills to develop highly parallelized versions for the

above former two methods. Actually, in terms of the exact

diagonalization, we tested an alternative numerical scheme

called "preconditioned conjugate gradient method (PCG)"

instead of the traditional Lanczos one, and confirmed that

the PCG scheme runs about 5~12 times faster than Lanczos.

Moreover, our parallel diagonalization code usually shows

the performance exceeding above 50% of the peak on the

Earth Simulator. This result is applicable to other wide

fields, which need a fast parallelized matrix-diagonalization

code. Thus, our tuning results were selected as finalists of

Gordon Bell Prize for both 2005 [10] and 2006 [11] years.

Generally, since the matrix diagonalization code inevitably

requires all-to-all communications which drops the perform-

ance, the performance enhancement has never been expect-

ed. In this report, we have to avoid describing the details of

the tuning due to lack of space, but we would like to just

point out that an effective combination of three-level tuning,

i.e., the inter-node and the intra-node parallelizations and the

vector parallelization, is crucial for effective use of the Earth

Simulator.

Our target model for the present quest of superconductivity

microscopic mechanism and related topics [12] is the so-

called Hubbard model [13]. The model has been regarded 

as a typical model capturing strongly-correlated behaviors

close to the metal-insulator transition. Since the discovery of

High-Tc superconductors, the model has been intensively

investigated in order to clarify whether or not the model

describes high temperature superconductivity exceeding 100K

[12]. However, the issue has been not resolved enough yet.

This is because it is too difficult to numerically calculate the

Hubbard model (>= 2D) in large enough system sizes and to

obtain a conclusive result in the thermo-dynamical limit.

Especially, the exact diagonalization method has a difficulty

that the memory requirement exponentially increases with the

number of fermions (electrons) [10, 11] and sites in the

model. However, it guarantees the exactness in contrast to

other numerical methods which rather require fundamental

improvements to obtain reliable results. Namely, the exact

diagonalization method enables to touch exact features, if the

model system is a finite cluster [10, 11]. This size limitation is

not a problem in nano-structured systems and atomic gases,

which are intrinsically finite systems. Thus, we studied the

Hubbard model with confinement potential [9], which shows

features intrinsic to finite systems. For example, it is now

known that the confinement potential nucleates the Mott insu-

lator region at the center and the metallic one around the Mott

region in the repulsive case. Both of these are essential fea-

tures of the Hubbard model [9], and the confinement potential
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makes it possible to study both of them as a spatially modulat-

ed co-existent system [9]. On the other hand, we would like to

point out that such a finite system is created in atomic Fermi

gases [14] by loading the gas on the optical lattice [15]. This

indicates that the numerical result obtained in finite systems

can be experimentally confirmed in a direct way.

In this fiscal year 2007, we examined population imbal-

ance effects on the attractive Hubbard model with confine-

ment potential. The main motivation comes from recent

experimental developments in atomic Fermi gases, in which

various imbalance ratios are easily prepared and the imbal-

ance effects on the confined superfluidity are systematically

investigated. In this year, using the parallelized exact-diago-

nalization code and the density-matrix renormalization

group method complementary, we found a specific charge

density profile intrinsic to imbalance finite systems. The

finding was successfully explained by mapping the Hubbard

model into a boson-fermion mixture model including the

interaction between the same and the different species.  

The contents of this report are as follows. In Section II,

the numerical method to simulate the current biased situation

is given, and systematic results of large-scale simulations

after the neutron capture in MgB2 are demonstrated. In

Section III, the typical density profile structure in the imbal-

anced attractive Hubbard model with confinement potentials

are presented and theoretical analysis on the results are

given. See Ref [18] and [19] for more details of results in

Section II and III, respectively.

2. Simulations for the Non-equilibrium Superconducting
Dynamics after the neutron capture in MgB2

In this section, we explain the theoretical framework and

the numerical simulation method. Subsequently, we give

typical simulation results in the current-biased condition.

The employed time-dependent Ginzburg-Landau theory has

some variations in their validity regimes. Among them, we

focus on the most major one, whose valid area is only close

to the superconducting transition, i.e., the upper critical field

line Hc2(T). The time-dependent Ginzburg-Landau equation

derived from the theory has a simple damped feature, which

is characterized by the relaxation time. Thus, the formalism

is very convenient for direct numerical simulation [4]. The

time-dependent Ginzburg-Landau equation is given by

where D, ϕ , and ξ are the normal-state diffusion constant,

the scalar  potential, and the coherence length,  respectively.

In Eq.(1), ∆ is the normalized complex order parameter and

A is the vector potential whose dynamics are described by

the Maxwell equation,

where the current density j is given by

where σ is the normal conductivity, and the first and the sec-

ond terms stand for the normal and the superconducting cur-

rent components, respectively. In order to include the local

temperature dynamics after the energy release due to the

nuclear reaction [6–8], we add the heat diffusion process

[5–9] into the superconducting dynamics given by Eq.(1–3).

For this purpose, we formulate the energy conservation law

which gives a balance between the energy dissipation as

Joule heat and the heat flow decomposed into superconduct-

ing and normal components given as

where CV, Fs, W and are the heat capacity, the GL free ener-

gy, and the Joule heat, respectively, and Jn

Q and Js

Q are the

normal and the superconducting heat currents, respectively.

In our simulations, these three equations are coupled and

solved together [4–8]. Fifteen years ago, one of the authors

(M. Machida) developed a simulation code [4] based on the

above formalism without the heat diffusion equation (4) and

successfully examined quantized vortex dynamics in the

presence of the transport current and applied magnetic field

[4]. On the other hand, in the present simulation including

Eq.(4), the time development of the temperature is solved as

a local variable as well as the order parameter and the vector

potential [6–8]. In order to simulate the nuclear reaction

inside superconductors, after the fixed heat energy is

released on the central top surface of the superconducting

strip line, a superconducting region should be destroyed into

a normal region, and an electrical voltage should be generat-

ed in the current carrying state. By simulating these process-

es, we can predict how the system responds to the heat gen-

eration followed by the nuclear reaction. As a simulation

region, the parallelepiped region, which corresponds to a

part of a superconducting strip line, is employed and covered

by cubic grids as shown in Fig. 1 to discretize Eq.(1–4). The

superconducting order parameter and the temperature are

given on the grid point, while the vector potential is defined

on the link connecting between neighboring grid points as a

link variable. This is because the local gauge invariance [4],

which is an essential theoretical requirement in charged

(1),

(2),

(3),

(4),
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superfluidity, should be conserved even in the discrete grid

space [4].    

The numerical simulation result for the time evolution of

the voltage in a typical case, in which T = 38K, Tc = 39K,

and the current value is 0.001 of the depairing current at zero

temperature, is shown in Fig. 2. From Fig. 2, it is found that

the voltage signal is composed of a rapid dip and slow decay

structures, which stand for an instantaneous suppression of

the superconductivity and a slow relaxation into the super-

conducting state, respectively. Since the time variation of the

local temperature is faster than that of the order parameter,

the signal is found to be determined mainly by the relaxation

of the order parameter. The typical results are shown below.   

Figure 3 shows how the spatial profile of the supercon-

ducting order parameter is related to the voltage signal. First,

in the minimum of the signal dip as seen in Fig. 3(a), the size

of the normal spot is the maximum. Second, the normal spot

shrinks together with the signal decay, while the spot region

stretches perpendicular to the current direction as seen in Fig.

3(b). Third, only the stretched spot as seen in Fig. 3(c)

remains until the recovery to the superconducting state. This

stretched behavior becomes more remarkable with increasing

the current. On the other hand, the local temperature dynam-

ics are shown in Fig. 4, whose (a) and (b) correspond to the

local temperature profile at the same points as Fig. 3(a) and

(b), respectively. It is found from these dynamics differences

that the temperature dynamics is much faster than the order

parameter ones. Since the voltage signal follows the order

parameter dynamics, the response time of this type of detec-

tor is found to be given by the relaxation time of not the heat

but the superconducting order parameter. The reason is sim-

ple because the vector potential is directly coupled with the

order parameter from Eq.(1–3). This result predicts that the

response time is strongly dependent on the operation temper-

ature, i.e., the heat bath temperature. This is because the

order parameter relaxation time is dependent on the tempera-

ture, i.e., the relaxation time rapidly becomes long when

approaching to the superconducting transition. This indicates

that if one needs a faster detector then one should decrease

the operation temperature as much as possible [18].

Fig. 1  A schematic figure for the simulation region, which is covered by

cubic grids, in which the order parameter (temperature) and the

vector potential are defined on the grid point and link, respectively.

Fig. 2  A simulated time evolution of the measured voltage at 38K 

(Tc = 39K) for current equal to 0.001jd(0), where jd(0) is the 

de-pairing current at zero temperature. The inset displays an ini-

tial profile of the superconducting order parameter in the top sur-

face of the simulation region. The transverse length of the simu-

lated region perpendicular to the current is 2 µm. The red line is

a guide for the voltage dip of the signal.

Fig. 3  The voltage signal obtained from the simulation and the spatial

profiles of the order parameter at three points (a), (b), and (c) of

the signal. The operating temperature is 25K (Tc = 27K), the cur-

rent density is 0.003jd(T = 0K), and the current is applied along

the long direction.
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3. Population Imbalance Effects in Attractive Fermion
Hubbard Model with Confinement Potential 
The Hubbard model [13] is one of the most intensively

studied models by computers because it captures very rich

varieties of strongly correlated many-body systems although

the model expression is quite simple. In the fiscal year 2007,

we studied the population imbalance effects on the attractive

Hubbard model with confinement potential [9] partly moti-

vated by the rapid advancement of atomic physics [13–14].   

Firstly, let us give the Hamiltonian of the Hubbard model

with confinement potential as, [9]

where t, U, V, and N are the hopping parameter from i-th to

j-th sites (normally j is the nearest neighbor site of i), the on-

site attractive interaction energy, the parameter characteriz-

ing the strength of the trapping potential as schematically

shown in Fig. 5, and the site number, respectively. We diago-

nalized the Hubbard Hamiltonian H (Eq.(5)) [9–11] and cal-

culated the atom density profile. The last term in Eq.(5)

describes a harmonic trap potential, in which V gives the

potential height at the edge of the lattice. At the edge, the

open-boundary condition is imposed. If the atomic density

profile sufficiently drops down at the edge, then the boundary

condition does not almost affect the result. The parameter V

and the total number of Fermi atoms NF are properly selected

to reduce the atom density at the edges. In this report, we

examine various population imbalances with keeping n↑(i) >

n↓(i) (NF = n↑(i) + n↓(i)). In 1-D cases, we numerically diago-

nalize the Hamiltonian, Eq.(5) to calculate the density profile

at T = 0. Although this approach gives us exact results, the

accessible system size is severely limited. To compensate

this disadvantage and confirm whether the exact diagonaliza-

tion results are small size effects or not, we employ the

Density-Matrix Renormalization Group Method (DMRG).

The DMRG guarantees a high accurate result as long as the

trap potential is not so steep. On the other hand, in two-

dimensional (2-D) square lattice systems, we use solely the

exact diagonalization, because the method is now the most

accurate and reliable for 2-D finite systems. We are now

developing an accurate DMRG method on 2-D systems by

parallelizing DMRG code. For the exact diagnolization and

the DMRG, we use SX-6 (1-node 4CPU's system) and Altix

3700Bx2 in JAEA and the Earth Simulator, respectively. In

the exact diagonalization, the problems with the lattice size 

N = 16 are calculated by SX-6, while those with above N =

20 the Earth Simulator. In 2-D case, we set N = 25, which

requires 128 nodes (1024CPU's) on the Earth Simulator. In

the case, we need parallelization and high-performance com-

puting techniques. See Ref.[10, 11] for computational techni-

cal issues on massively parallel supercomputers. 

Let us present exact diagonalization results for the imbal-

anced 1-D Hubbard model with the trap potential. Figure 6

shows U/t dependence of the calculated atom-density profile

of the ground state, n(i) = n↑(i) + n↓(i), for three population

imbalances, whose ratios of major to minor species are

(a)5:3, (b)6:2, and (c)7:1, respectively. For these three cases,

the lattice size N = 16, the total number of fermions NF = 8,

and V/t = 1. The filling is just the quarter one if the trap

potential does not exist. Although the depression at the edges

is not completely zero in the presence of the trap V/t = 1, we

confirm that there are no edge effects because of no signifi-

cant change of profiles on the lattice size extension (N = 18

and 20) with the same fermion number (see Fig. 6(d)). In

each panel of Fig. 6, we find a step-like structure (see arrow

in each figure) in each dome like profile. This structure

becomes more pronounced as one increases the amplitude

strength of the attractive interaction |U|. The structure is also

observable in Fig. 6(d) with a larger size (N = 20), in which

NF and V/t is the same as (a–c), and U/t is fixed to be –10. 

The step-like structures seen in Fig. 6 are found to be asso-

ciated with the phase separation between a core phase whose

main component is pair and a shell one composed of only un-

paired excess atoms from other observables as shown in Fig.

7. Figure 7 (a), (b), (c) and (d), respectively, show U/t

dependent profiles of the single-occupation density nF(i), the

double-occupation density nB(i), the density subtraction n↑(i) –

n↓(i), and the on-site pair amplitude ∆(i) (see Ref. [9] for the

definition). nF(i) and nB(i) are calculated by picking up the

Fig. 4  The spatial profiles of the temperature at two points (a) and (b)

of the signal. The other conditions are the same as Fig. 3.

Fig. 5  A schematic figure for the fermion-Hubbard model with con-

fimement potential.

(5)



228

Annual Report of the Earth Simulator Center  April 2007 - March 2008

coefficient of the eigen-state whose i-th site occupation is 1

and 2, respectively, from the ground state wave-function and

summing up the amplitude of the coefficient. For the method-

ological details to calculate them, see Ref.[20]. According to

Ref.[20], as |U/t| increases in the balanced case, nF(i) decreas-

es, while nB(i) instead increases. This simple relationship

means that the Cooper pair becomes more tightly-bounded

one on a site with increasing |U/t|. From Fig. 7, we clearly

find that nB(i) and ∆(i) well develop only inside the "phase

boundary" characterized by the step-like structure as seen in

Fig. 6 while they completely diminish outside the boundary

(shell region). This tendency becomes more pronounced with

increasing the attractive interaction and saturated in the strong

limit. This suggests that the pair density and the superfluid

order locally develop inside the core. This does not contradict

a consensus that the superfluid correlation grows as the most

dominant one in 1-D attractive Hubbard model. Thus, we call

the core region "superfluid core" in the following. However,

we note that there is a subtle issue whether the core really

exhibits superfluidity or not due to its dimensionality and

finiteness. The discussion originates from a problem how sta-

ble the superfluid ground state is against fluctuations. This is

beyond information obtained by the present methods (the

exact diagonalization and DMRG), which mainly solves the

ground state. Thus, we do not discuss stability of the superflu-

idity but concentrate on its charge density profile in this

report. Fig. 7(a) reveals that un-paired component stays even

in the core region, where the nB(i) and ∆(i) grow. As a result,

the density difference δn(i) = n↑(i) – n↓(i) does not vanish in

the core region as seen in Fig. 7(c). 

Generally, we find that n↑(i) : n↓(i) ~ 2:1 in the core region

except for a very weak coupling regime (compare Fig. 6(b)

with Fig. 7(c)). This result is in contrast to the experimental

observation in atomic gases without the optical lattice, in

which the phase separation between Cooper-pair superfluid

phase and normal polarized one occurs. We would like to

point out that the present result can be well explained by an

effective theoretical model for the imbalanced attractive

Hubbard model. The effective model is a boson-fermion

mixture model which includes a boson-fermion interaction

in addition to the boson-boson and the fermion-fermion

interactions. In this effective model, the boson-fermion inter-

action intrinsic to the lattice system gives rise to a big differ-

ence between non lattice and lattice systems.

Fig. 6  The exact diagonalization results for U/t dependences (–15 ≤ U/t ≤ 0) of particle density profiles, n(i) for three

imbalance cases, whose ratios of major to minor fermion species are (a) 5:3, (b) 6:2, and (c) 7:1, respectively. In

these three cases, NF = 8, N = 16 and V/t = 1. The panel (d) is a highlight of n(i) at U/t = –10 for the imbalance

from 4:4 to 7:1 in N = 20. NF and V/t are the same as (a–c).
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4. Summary and Conclusion
We numerically studied two kinds of topics related to

superconductivity. The main result in terms of the first topic

was that the signal speed strongly depends on the heat bath

temperature. We successfully finished test simulations and

actually confirmed the temperature dependence. For the sec-

ond topic, we calculated the charge density profiles in order

to clarify the population imbalance effects on the confine-

ment situation, which was modeled by the attractive

Hubbard model with the confinement potential.
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