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The Earth Simulator has the highest power ever achieved to perform molecular dynamics simulation of large-scale supra-

molecular systems. We are developing a molecular dynamics simulation system, called SCUBA, which is designed to run a

system composed of more than a million particles efficiently on parallel computers. In order to understand how the exit tunnel

of ribosome regulates the passage of the polypeptide at an atomic level, molecular dynamics simulation of the 70S ribosome

in water with and without a nascent polypeptide inside the tunnel. Simulations on this approximately 2,000,000 atoms system

were performed using SCUBA. The likely path of the nascent polypeptide through the L4-L22 constriction was determined,

and the relationship between global motions of the whole 70S ribosome molecule and the conformation of the exit tunnel were

analyzed.
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1. Introduction
Molecular dynamics (MD) simulation not only provides

dynamic descriptions of molecules on the atomic scale, but

also provides valuable information for the interpretation of

experimental data. The rapid development of computer

power and the elucidation of the structures of biological

macromolecules by X-ray crystallography and other experi-

ments have increased the need for large-scale MD simula-

tions in the field of biology.

We are developing an integrated molecular simulation

system for biological macromolecules, called SCUBA

(Simulation Codes for hUge Biomolecular Assembly),

which is designed to run a system composed of more than a

million particles efficiently on parallel computers.

SCUBA has several special features:

1. Topology of biomolecules

The structure of SCUBA's program code is optimized for

a system in which the topology of a biomolecular structure is

considered.

2. A variety of force field parameters

At present SCUBA can use the AMBER, CHARMM and

GROMOS force field. The parameter file for the topology of

biomolecules can be obtained from the PDB file by using the

input module in SCUBA.

3. A variety of simulation methods

A variety of simulation methods, such as energy mini-

mization, molecular dynamics, free energy calculations, nor-

mal mode analysis, principal component analysis and so on,

are included.

4. Algorithm for non-cutoff electrostatic interactions

SCUBA utilizes the Particle-Particle Particle-Mesh

(PPPM) algorithm, which efficiently calculates all the

Coulomb electrostatic interactions [4]. This algorithm

reduces the computational time required to calculate the

electrostatic forces from the conventional O(N2) to

O(NlogN).

5. Input and output compatibility

SCUBA's input and output file format is currently com-

patible with those used by AMBER [1].

6. Portability

Written in Fortran90, SCUBA is designed to be easy to

read, modify and extend. Users can easily maintain the exist-

ing code, and develop the current algorithms and integrate

new ones.
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Fig. 1  Present performance of SCUBA on the Earth Simulator. The par-

allelization efficiency ratio and vectorization ratio are drawn in

red and blue, respectively.

7. Control files

The control files for running SCUBA are described in a

user-friendly manner.

8. Time-integral algorithms for long time steps

SHAKE, and RATTLE which allow the time step taken to

be larger by fixing the bond lengths and angles in the system

are available.

9. Time-integral algorithms with high accuracy

The Martyna-Klein-Tuckerman (MKT) algorithm which

produces the correct ensemble thermodynamically is avail-

able. The MKT algorithm was extended to utilize the multi-

ple time step (MTS) method, which increases the time step

length significantly [5, 6].

10. Parallelization

SCUBA employs the domain decomposition (DD)

method, which divides the volume of the physical system

into rectangular subcells with a length longer than the poten-

tial cutoff radius. The processor assigned to a subcell needs

to evaluate the interactions between the atoms in the subcell

and between the atoms in 26 neighboring subcells. SCUBA

employs the method for minimizing communication between

processors proposed by D. Brown [7], which enables the

number of processors between which data must be trans-

ferred to be reduced to only 7 of the neighboring subcells.

11. Vectorization

In order to improve the performance of SCUBA on the

Earth Simulator, the algorithm to calculate the interactions

among the atoms is intensively vectorized.

12. Dynamic load balance

To overcome the load imbalance associated with irregular

atomic distribution, a dynamic load-balancing algorithm is

implemented. Moreover, the number of processors used to

calculate the PM part of PPPM can be optimized to mini-

mize the computation by allowing the number to change.

13. High performance

By intensive parallelization and vectorization, and by

using the dynamic load balance mentioned in 10, 11, and 12,

SCUBA has achieved both a high parallelization efficiency

ratio and a high vectorization ratio. SCUBA has achieved a

parallelization efficiency ratio of 75.8%, and a vectorization

ratio of 96.2% even 45 nodes (360 processors) were used to

perform an MD simulation for a system of RuvAB-Holliday

junction complex which consisted of 546,725 atoms. The

performance of SCUBA on the Earth Simulator is shown in

Fig. 1.

14. Optimization of memory use

The arrays used in the program of SCUBA are intensively

optimized to reduce the amount of memory use. This opti-

mization enables SCUBA to perform molecular dynamics

simulations of large-scale supra-molecular systems com-

prised of more than a million atoms on the Earth Simulator.

2. Molecular dynamics simulation of the 70S ribosome
2-1. Introduction

Ribosome is one of the supra-biomolecules used in the

process of translating genetic information for the synthesis of

polypeptides. The 70S ribosome from eubacteria is composed

of a small (30S) and a large (50S) subunits. The 30S subunit

decodes genetic information, and the 50S subunit is consid-

ered to be responsible for the formation of peptide bonds, and

the elongation of the nascent polypeptide. The nascent pep-

tide is generated at the peptidyl transferase center (PTC) of

the 50S subunit, and passes through a tunnel, which starts at

the PTC and continues through the 50S subunit.

Modeling of a nascent polypeptide in the tunnel of the 70S

ribosome in the crystal form has shown that the extended

loops of L4 and L22 partially hinder the passage of the

polypeptide. Figure 2 shows that with 50S on top and 30S

underneath, modeling revealed two possible paths for the

polypeptide: one over Arg92 of L22 and one under Arg92 [8].

In our study, to understand how the exit tunnel of ribo-

some regulates the passage of the polypeptide at an atomic

level and the role of global motions in the conformation of

the exit tunnel, all-atom molecular dynamics (MD) simula-

tions were performed on a Thermus thermophilus 70S ribo-

some in water with and without a nascent polypeptide inside

the tunnel. The likely path of the nascent polypeptide through

the L4-L22 constriction was determined, and the relationship

between global motions of the whole 70S ribosome molecule

and the conformation of the exit tunnel were analyzed.

We used the atomic structure of Thermus thermophilus 70S

ribosome, which was determined by X-ray crystallography

(PDB code: 1YL3 and 1YL4, resolution: 5.5 Å) [9]. Using

SCUBA, we have carried out molecular dynamic simulations
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of the 70S ribosome with and without the nascent polypeptide

inside the exit tunnel. Each system of the 70S ribosome com-

prised 1,878,425 atoms including water molecules. The MD

simulations were carried out for several nanoseconds at a con-

stant pressure of one bar and a temperature of 350 K. 

2-2. Results

We analyzed the conformation of a large tunnel around

the L4-L22 gate in three cases; one where the polypeptide

was positioned over the L4-L22 gate (case-over), one where

the polypeptide was positioned under the L4-L22 gate (case-

under), and one where no polypeptide was inside the tunnel

(case-no). Figure 3 shows a snap shot of the structure around

the L4-L22 constriction in case-under and case-over. (The

structure around the L4-L22 constriction in case-no was sim-

ilar to that in case-over.) In case-no and case-over, strong

interactions among Phe61, Gln67 and Asp74 of L24 and

Arg92 of L22 were observed. In case-under, however, these

interactions between them were not observed, and Arg92

repositioned to interact with Ade2059 of 23S rRNA. As

Ade2059 and the neighboring residue Ade2058 are well

known to be important for interacting with some antibiotics

such as erythromycin. This result suggests that the tunnel is

closed by the Arg92-L4 interaction before elongation of the

polypeptide and the tunnel leads the entering polypeptide

from the PTC to the passage under Arg92, causing Arg92 to

switch to an open position. It is possible, therefore, that

Arg92 plays the role of a gate, opening and closing the tun-

nel at L4-L22.

The average atomic fluctuations of the whole of the 70S

ribosome in the thermal equilibrium in case-under are shown

in Fig. 4. Figure 4 shows that the region near the exit of the

large tunnel had small atomic fluctuations, while the L7/L12

stalk and L1 stalk were found to have especially large atom-

ic fluctuations. It has been suggested that the conformational

change of the 70S ribosome may be accompanied by

changes in tunnel conformation [10], such as would be the

case for a peristaltic pump facilitating the movement of the

polyalanine along the tunnel. However, Voss et al. [11,12]

have concluded that the tunnel is rigid. We performed prin-

cipal component analysis (PCA) to understand the role of

Fig. 2  Two of the modeled polyalanines inside the exit tunnel. L4 and

L22 (wire-ribbon models) are shown in dark khaki and coral,

respectively. From the PTC, two nascent polyalanines (space-

filling models) pass through the exit tunnel in the large subunit,

50S (dot model), passing over and under Arg92 of L22. They are

shown in blue and red, respectively.

Fig. 3  Superposition of the conformations around the L4-L22 constriction at 1ns of the free MD simula-

tion in case-over and case-under. In case-over, L4 and L22 are shown in white, and residues are

depicted as thin wire models. In order to keep the image clear, the polypeptides have not been

included.
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global motions in the conformation of the exit tunnel. PCA

showed that the main modes of motion are global motions

mainly involving the relative movement of the 50S and 30S

subunits [8]. These motions may be important for the

translocation of tRNA molecules between 50S and 30S, but

did not reveal any conformational changes within the tunnel

such as a peristaltic pump to facilitate the movement of the

polypeptide.

3. Conclusion
We developed an MD simulation system, SCUBA, which

achieves a high parallelization efficiency ratio and a high

vectorization ratio on the earth simulator. Our simulations of

the 70S ribosome revealed the likely path of nascent

polypeptide in the exit tunnel to be under Arg92 of L22 [8].
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Fig. 4  The average RMSF of the 70S ribosome are color coded. High

amplitude thermal fluctuations are shown in red (more than 

3.5 Å), and low amplitude fluctuations are shown in blue (less

than 0.8 Å). A top view of the 50S ribosome is shown.



255

Chapter 3  Epoch Making Simulation

SCUBA Simulation Codes of
hUge Biomolecule Assembly
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