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The purpose of this project is to simulate the three-dimensional vortices from a circular cylinder in the fluid-flow by using a
massively parallel Lattice Gas Method, which is expected to provide excellent computing performance on a large-scale vector
computer, and to evaluate the applicability of the method to similar large-scale fluid-simulation problems by comparing the results
with those of experiments or numerical calculations by solving Navier-Stokes equations. In particular, we try to realize the fluid-flow
simulation at high Reynolds numbers by using a new viscosity-control method that we call "multi-stage collisions of two particles".
In case of the method, propagation of particles occurs after several times of collisions of randomly selected two particles at each
node. By using the method, we can calculate fluid-flow at somewhat higher Reynolds number without increasing the number of
nodes of lattice. Another feature of our method is "massively parallel bit-wise calculations". We obtained the value of 92.8% as the

calculation-efficiency by using 576 vector CPUs of Earth Simulator. We regard that the value is a good performance.
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1. Purpose of the project (2) Confirmation on the simulation results of vortices shedding
The purpose of this project is to simulate the three- from a circular cylinder of finite length in the FYs 2010 and
dimensional vortices from a circular cylinder in the fluid-flow 2011.

by using a massively parallel Lattice Gas Method, which is (3) Simulation of the fluid-flow at high Reynolds numbers by
expected to provide excellent computing performance on a large the new viscosity-control method in the FYs 2011 and 2012.
scale vector computer, and to evaluate the applicability of the
method by comparing the results with those of experiments or 3. Calculation method
numerical calculations by solving Navier-Stokes equations. 3.1 Background of the calculation method

In particular, we try to realize the fluid-flow simulation According to the previous study[1], it is known that wind
at high Reynolds numbers by using a new viscosity-control or water tunnels can be indifferently used for testing low Mach
method without increasing the number of nodes of lattice. number flows, provided the Reynolds numbers are identical.

Indeed, two fluids with quite different microscopic structures

2. Plan of three-year research can have the same macroscopic behavior because the form of the
We are trying to complete the following three subjects in macroscopic equations is entirely governed by the microscopic
three years. conservation laws and symmetries. Such observations have
(1) Improvement of the calculation-efficiency of massively led to a new simulation strategy for fluid dynamics: fictitious
parallel bit-wise operation method in the FY 2010. micro-world models obeying discrete cellular automata rules
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Fig. 1 Cells and nodes for simulating the three dimensional vortices shedding from a circular cylinder.

have been found, such that two- and three-dimensional fluid
dynamics are recovered in the macroscopic limit. The class of
cellular automata used for the simulation of fluid dynamics is
called "lattice gas models", and many lattice gas models have
been proposed.

In our study, we use one-speed models for the simulation
of fluid dynamics. The relevant aspects of the models are
as follows: there is a regular lattice, the nodes of which are
connected to nearest neighbors through links of equal length;
all velocity directions are in some sense equivalent and the
velocity set is invariant under reversal; at each node there is a
cell associated with each possible velocity.

Each node can be occupied by one particle at most; particles

are indistinguishable; particles are marched forward in time by

Propagation rules of a particle

1. A particle staying at the node (X, Y, Z, R) with the velocity (AX, AY,
AZ, AR) at the time T, will propagate to the next node (X+AX, Y+AY,
Z+AZ, R+AR) at the time T+1 and have the same velocity when the

next node is liquid.

2. A particle staying at the node (X, Y, Z, R) with the velocity (AX, AY, | 19(0 1 —1 0)
AZ, AR) at the time T, will have the reversed velocity (—AX, —AY, —
AZ, —AR) at the same node at the time T+1 when the next node is

solid.

Fig. 2 Propagation rules from node to node. |
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successively applying collision and propagation rules; collisions
are purely local, having the same invariances as the velocity set;

and collisions conserve only mass and momentum.

3.2 FCHC model for three-dimensional simulation

In order to simulate three-dimensional vortices shedding
from a circular cylinder, we selected a face-centered-hypercubic
(FCHC) model among from several one-speed models.
The FCHC model is a four-dimensional model introduced
by d'Humiéres, Lallemand, and Frisch in 1986[2]. Three
dimensional regular lattices do not have enough symmetry to
ensure macroscopic isotropy. The detailed FCHC model that we
use in this study and the schematic diagram of simulated flow

are explained in the following three figures.
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As shown in Fig. 1, the coordinate X is the direction of
flow, and the coordinate Z is parallel to the circular cylinder.
A position of (X, Y, Z) represents the position of each cell.
Every cell contains 32 nodes as depicted in Fig. 1. Each node
exists in the four-dimensional space. The fourth coordinate R
is represented by the radius of sphere at each three-dimensional
position.

As shown in Fig. 2, particles can have 24 kinds of velocities,
that is, (AX AY, AZ, AR) = (1, £1,0,0), (x1,0, £1,0), ( £1,0,0,
+1), (0, =1, £1,0), (0, £1,0, +1) or (0,0, =1, +1), and the
magnitude of the velocities is equal to V2, when the interval
between two nearest nodes has a unit length.

Many particles propagate from node to node and make a
collision at each node. The rules of propagation and collision
are presented in Fig. 2 and Fig. 3, respectively.

The features of our method are "massively parallel bit-wise

calculations" and "multi-stage collisions of two particles".

Fig. 4 A transient simulation result of the

flow past a circular cylinder of infinite
lenngth.

Circular cylinder of finite length
(L D=6) —

Bit-wise parallel calculations are realized by vector
operations on the arrangement representing the state of a cell.
The arrangement is given by the form of 4-dimensional integer
arrangement bit[D][Z][Y][X] that has 32 elements with the
value of "1" or "0". If the k-th bit of the arrangement bit[D][Z][Y]
[X] equals to "1", this means that a particle moving toward the
direction D exists at the k-th node of the cell locating at (X,Y,Z).
"1" or "0" means existence or nonexistence of a particle,
respectively.

Multi-stage collisions of randomly selected two particles at
each node are useful for making a smaller correlation between
fluid-velocities of two different cells a little apart from each
other. This means that the fluid has smaller viscosity and
simulation at higher Reynolds numbers becomes somewhat

easier.

Condition of calculation

a. 144MPTs.

b. 1536 x 768 x 768

c. 96 X 48 X 48 momentum vectors

Fig. 5 Preliminary simulation of the flow past a circular cylinder of finite
length.
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3.3 Results of the study in FY 2010

Regarding the improvement of the calculation-efficiency of
"massively parallel bit-wise calculations", we obtained the value
of 92.8% by using 576 vector CPUs of Earth Simulator. We
regard that the value is a good performance.

As for the three-dimensional simulation, we, at first,
numerically simulated the vortices shedding from a circular

cylinder of infinite length. Figure 4 shows the results of transient

simulation of the fluid-momentum on the plane that Z equals to
a certain constant value. General feature of the transient from
twin vortices to Karman whirlpools is conceptually equal to
those of the experiments by Taneda[3].

The number of nodes for the calculation is
3072(X)x768(Y)*768(Z)*4(R) in four dimensional space. We,
secondly, tried to simulate the vortices shedding from a circular
cylinder of finite length. One of the results is shown in Fig.5.
There seems to be indications similar to the calculated result
shown by Inoue and Sakuragi[4]. Further study is need in FY
2011.
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