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Outline of the Earth Simulator Project

1. Mission and Basic Principles of the Earth Simulator
The Earth Simulator was developed for the following aims. The first aim is to ensure a bright future for human beings by
accurately predicting variable global environment. The second is to contribute to the development of science and technology in

the 21st century. Based on these aims, the principles listed below are established for the projects of the Earth Simulator.

1) Each project should be open to researches in each research field and to the public, rather than it is confined within the

limited research society.
2) In principle, the research achievements obtained by using the Earth Simulator should be promptly published and returned

to the public.
3) Each project should be carried out for peaceful purposes only.

2. Earth Simulator Research Project
There are two fields of Earth Simulator Research Projects, as follows:

¢ Earth Science

* Epoch-making Simulation
The allocation of Earth Simulator resources for each research field in FY2010 was decided to be as shown in following graph.

Public project recruitment for Earth Simulator Research Projects in FY2010 was held in February 2010, and 31 research

projects were selected by the Selection Committee.

The Allocation of Resources of the Earth Simulator in FY2010
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Authorized Projects in FY2010

Earth Science (19 projects)

Title Project leader Affiliation of project leader
1o Roles of o Fi .
1 Ugderstandlr}g 0 e.s 0. .Oceamc ine Structures in Wataru Ofuchi ESC. JAMSTEC
Climate and its Variability
5 Sl@ulatlons f)f {A'daptatlon—Orlented Strategy for Keiko Takahashi ESC, JAMSTEC
Climate Variability
3 Development .of a ngh-guallty Climate Model for Akira Noda RIGC, JAMSTEC
Global Warming Projection Study
Simulations of Atmospheric General Circulations of L . . .
4 Yosh Hayash te School of K t
Earth-like Planets by AFES oshiyuki Hayashi | Graduate School of Science, Kobe University
5 Study on the Diagnostics a_md Pro;ectlon of Michio Kishi RIGC, JAMSTEC
Ecosystem Change Associated with Global Change
Development of a Numerical Model of Urban Heat . National Institute for Land and Infrastructure
6 Yasunobu Ashie
Island Management
7 Study of Cloud and Precipitation Processes using a Masaki Sato RIGC, JAMSTEC/Atmosphere and Ocean
Global Cloud-system Resolving Model Research Institute, The University of Tokyo
8 Stu(%y on Pred?ctablhty of Climate Variations and Yukio Masumoto RIGC, JAMSTEC
Their Mechanisms
Simulation and Verification of Tropical Deep
9 |Convective Clouds using Eddy-permitting Regional | Kozo Nakamura RIGC, JAMSTEC
Atmospheric Models
Atmospheric Composition Change and its Climate . .
10 M ki Tak RIGC, JAMSTEC
Effect Studies by a Chemical Transport Model asayuid Takigawa ’
Ocean State Estimation for the Recent Decade
1 and Adj}omt Sensitivity Analyms for the Optimal Shuhei Masuda RIGC, JAMSTEC
Observing System, by using a 4D-VAR Ocean Data
Assimilation Model
. . . Research Center for Prediction of Earthquakes
High-fi lobal Model th th
12 '8 rquency G ob.a Ocean Modeling wi ¢ Ryota Hino and Volcanic Eruptions, Graduate School of
1-km Spatial Resolution . . .
Science, Tohoku University
13 | Global Elastic Response Simulation Seiji Tsuboi IFREE/DrC, JAMSTEC
14 Slmul.atlon Stu(.iy on the.].)ynamlcs of the Mantle and Yozo Hamano IFREE, JAMSTEC
Core in Earth-like Conditions
Predictive Simulation for Crustal Activity in and . . Graduate School of Environmental Studies,
15 Chihiro Hashimoto . .
around Japan Nagoya University
Center for Int ted Disaster Inf ti
Numerical Simulation of Seismic Wave Propagation erfet for fnfegrate 1s.a S e'r n. ormation .
. . Research, Interfaculty Initiative in Information
16 | and Strong Ground Motions in 3-D Heterogeneous | Takashi Furumura . . .
Media Studies, The University of Tokyo/Earthquake
Research Institute, The University of Tokyo
Development of Advanced Simulation Tools for . Graduate School of System Informatics, Kobe
17 . . Akira Kageyama . .
Solid Earth Sciences University
18 Numerical Simulations of the Dynamics of Volcanic Takehiro Koyaguchi Earthquake Research Institute, The University of
Phenomena Tokyo
19 | Space and Earth System Modeling Kanya Kusano IFREE, JAMSTEC




Epoch-making Simulation (12 projects)

Title

Project leader

Affiliation of project leader

Development of General Purpose Numerical

Research Institute for Information Technology,

20 | Software Infrastructure for Large Scale Scientific Akira Nishida . .
. Kyushu University
Computing
Large-scale Simulation on the Properties of Carbon- . Research Organization for Information Science
21 Syogo Tejima
nanotube & Technology
Devel t of the Next- ti tati 1
evelopmett o . © .ex BEHSTREON Compu. ationa s Faculty of Information Sciences and Arts, Toyo
22 | Fracture Mechanics Simulator for Constructing Safe | Ryuji Shioya . .
. . University
and Sustainable Society
Large-scale Simulation for a Terahertz Resonance e Research Organization for Information Science
23 : Mikio lizuka
Superconductors Device & Technology
Direct Numerical Simulations of Fundamental
24 Turbl%lent Flows with th.e World s Larges:t Number Yukio Kaneda Gra?duat.e School of Engineering, Nagoya
of Grid-points and Application to Modeling of University
Engineering Turbulent Flows
A Large-scale Post-genome Analysis using Self- . . .
o Nagah: Institute of Bio-S d
25 | Organizing Map for All Genome and Protein Toshimichi Tkemura | £ e HSUHILE 0L BIO=ScIehce af
Technology
Sequences
First Principles Calculation on Hydrogen Diffusion
26 | Behavior in Iron Containing a Dislocation and Grain | Hideo Kaburaki Japan Atomic Energy Agency
Boundary
Devel t of a Fluid Simulation A h
eve.opmen o d 1.11d Simu .a o .pproac by . . Research Institute of Electrical Communication,
27 | Massively Parallel Bits-operations with a New Hiroshi Matsuoka . .
. . Tohoku University
Viscosity Control Method
. . . . . Graduate School of Library, Information and
28 | Devel t of Adaptive High A Lib Hidehiko H
evelopment of Adaptive High Accuracy Libraries idehiko Hasegawa |\ .. o dies, University of Tsukuba
Developments of Sophisticated Simulation Analysis Department of Urban Environment and
29 | Method of Actual Reinforced Concrete Building by | Yoshiyuki Kasai Information Science, Graduate School, Maebashi
Shaking Table Test Institute of Technology
. . . Interdiscipli Graduate School of Sci d
30 | Numerical Studies of Droplet Impacts (Splashes) Feng Xiao " e¥ 1sc1'p fnaty ra ua.e chooT o Seience an
Engineering, Tokyo Institute of Technology
31 Theoretical Study of Drug Resistance Mechanism Shigenori Tanaka Graduate School of System Informatics, Kobe

Based on the Fragment Molecular Orbital Method

University

JAMSTEC : Japan Agency for Marine-Earth Science and Technology

IFREE : Institute for Research on Earth Evolution
ESC : Earth Simulator Center
RIGC : Research Institute for Global Change

DrC : Data Research Center for Marine-Earth Sciences




3. Collaboration Projects

Collaboration Projects in FY2010

e Institut Francais de Recherche pour 1’Exploitation de la Mer (IFREMER), Département d’Océanographie Physique

et Spatiale, France

* Ernest Orlando Lawrence Berkeley National Laboratory, University of California (LBNL), USA

» Korean Ocean Research & Development Institute (KORDI), Korea

» The National Oceanography Centre, Southampton (NOCS), UK

e The large-scale numerical simulation of the weather/oceanographic phenomena for international maritime

transportation : Kobe University

* Research and development for MSSG calculation performance optimization in the next-generation supercomputer
system : RIKEN

e Collaborative research on the sophistication of the computational simulation software toward constructing the
platform for the leading industrial research and development : Institute of Industrial Science, the University of

Tokyo

* Numerical study on rheophysical behavior of viscoelastic fluids and their mechanisms using Digital Ink Laboratory
(DIL) System : DNP Fine Chemicals Fukushima Co., Ltd

4. System Configuration of the Earth Simulator

The Earth Simulator
- New Earth Simulator System of Ultra High-speed Vector Parallel Super Computer -

The Earth Simulator is the upgraded system of the  high-speed analysis and projections of global-scale
previous Earth Simulator, which has significantly =~ environmental phenomena. The ES is also used to
contributed to the development of a simulation culture  produce numerical simulations for advanced research
in the area of earth science and related technical fields,  fields that are beyond the scope of other computing
and introduces new features to bring accurate and  systems.
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Understanding Roles of Oceanic Fine Structures in
Climate and Its Variability 11
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We have been running high-resolution primitive equation and non-hydrostatic, atmosphere, ocean and coupled, global and

regional models in order to investigate air-sea interaction where oceanic structures of small spatial scale play important roles. In

this report, we present the following four topics. 1) Deep oceanic zonal jets that seem to be driven by fine-scale wind stress curls. 2)

Preliminary results from a 1/30-degree resolution North Pacific Ocean circulation simulation. 3) Internal variability of the Kuroshio

Extension Current using a four-member ensemble ocean hindcast. 4) Oceanic internal solitary-like gravity waves generated by a

typhoon in a coupled atmosphere—ocean non-hydrostatic simulation.

Keywords: Oceanic zonal jets, oceanic submesoscale structures, Kuroshio Extension Current, internal solitary-like gravity waves,

air-sea coupled simulation

1. Introduction

We have been studying relatively small spatial scale
interaction of the atmosphere and ocean. In this report, we
present oceanic variability driven by winds and oceanic internal
fluctuation. In chapter 2, deep oceanic zonal jets driven by fine-
scale wind stress curls will be presented. Submesoscale oceanic
structures simulated by 1/30-degree resolution ocean circulation
will be discussed in chapter 3. The Kuroshio Extension Current
(KEC) seems to fluctuate by oceanic internal dynamics. Chapter
4 shows a study on KEC variability by a four-member ensemble
re-forecast experiment. Oceanic internal solitary-like gravity
waves (ISWs) play an important role for vertical mixing.
We report ISWs induced by a typhoon in a non-hydrostatic
atmosphere—ocean coupled model in chapter 5.

2. Deep oceanic zonal jets driven by fine-scale wind

stress curls

Oceanic alternating zonal jets at depth have been detected
ubiquitously in observations and OGCMs (Ocean General
Circulation Models). It is often expected that the oceanic jets can
be generated by purely oceanic processes. Recently, Kessler and
Gourdeau [1] (KG) provided another view of the “wind-driven”
oceanic zonal jets. Specifically, they analyzed climatological
geostrophic currents and satellite-observed wind stress to find
bands of meridionally narrow eastward deep currents in the
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subtropical South Pacific as consistent with zonal Sverdrup jets
forced by meridional fine-scale wind stress curls. Regarding this
“wind-driven jet”, however, it is yet to be understood what give
rise to such fine-scale wind stress curl structure. The objective
of this study is to explore a possible air-sea interaction between
the oceanic zonal jets and the fine-scale wind curls using a high-
resolution CFES (Coupled GCM for Earth Simulator) [2].
Figure la shows the annual mean vertically integrated
zonal current in the south pacific from the 23-year CFES
integration. The model represents zonally striated structures,
including eastward jets embedded in large-scale westward
flows in equatorward sides of subtropical gyres. The zonally
averaged meridional structure of the zonal jets turns out to be
well represented by that of the zonal currents inferred by the
Sverdrup relation with the wind stress field taken from the CFES
output (Fig. 1b). Thus, there exist in the CFES integration the
deep zonal jets driven by the fine-scale wind stress curl as KG's
observational analysis. Further analysis shows that the eastward
Sverdrup transport peaks in the central South Pacific basin are
primarily forced by the meridional gradient of the wind stress
curl in the region slightly to the west, which then originates from
the meridionally fine-scale wind stress curl itself (Fig. 1d). We
found this fine-scale wind stress curl structures are spatially well
correlated with the SST laplacian fields (Fig. 1c), suggestive

of the wind stress field induced by pressure adjustment in ABL
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Fig. 1 (a) Vertically integrated zonal current. (b) Zonal currents inferred by the Sverdrup balance with simulated wind stress.

(c) SST laplacian. (d) Meridionally high-pass filtered wind curl. All fields are annual mean based on CFES run.

(atmospheric boundary layer) to fine-scale SST structures.
Our analysis suggests that the air-sea interaction plays a role
in generating the fine-scale wind curls and in constraining the
oceanic deep jets to satisfy the Sverdrup balance with the fine-
scale wind curls.

3. Scale interactions in the ocean

Recent observations such as satellite observed SST and ocean
color capture not only mesoscale eddies (~100km) but also
smaller eddies and filaments of submesoscale (~10km) at the sea
surface. Some idealized models also succeeded to demonstrate

the submesoscale oceanic structures [3, 4]. Intense vertical

motions exited by the submesoscales could influence vertical
stratification in the subsurface and surface large-scale oceanic
fields. Biological fields could be also affected by small-scale
nutrient injection triggered by submesoscales [3]. In the next
generation OGCMs that can demonstrate realistic basin-scale
circulations, upper-layer submesoscales with intense vertical
motions need to be represented or should be parameterized.
Motivated by recent development, we have started conducting
a high-resolution North Pacific simulation at 1/30° horizontal
resolution using the OFES (OGCM for the Earth Simulator)
[5, 6] based on GFDL MOM3 (Geophysical Fluid Dynamics
Laboratory Modular Ocean Model Version 3). Relative

Fig. 2 Surface relative vorticity (10° s™) after 2-year spin-up integration in the North Pacific OFES at 1/30° resolution.
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vorticity field from 2-year spin-up integration shows ubiquitous
mesoscale and submesoscale structures around the Kuroshio
current, Oyashio current, and subtropical countercurrents (Fig.
2). Intense vertical motions characterized by submesoscales are
also found from the sea surface to the subsurface (not shown).
This preliminary result shows that the OFES at 1/30° resolution
could simulate small-scale oceanic structures of mesoscale and
submesoscales in the realistic basin-scale circulations. We plan
to simulate marine ecosystem using the North Pacific OFES at

1/30° resolution with a simple biological model.

4. Internal variability in the Kuroshio Extension

Current

It has been known that the KEC (Kuroshio Extension
Current) has intrinsic, internal variability independent from the
external forcing. For example, Taguchi et al. [7] clearly show
its existence based on the eddy-resolving OFES. Although it
has been shown that interannual variability in KEC is strongly
affected by wind variations, this mean that internal variability is
also included in the KEC variability, inducing uncertainty there.
Then, we investigate possible influence of internal variability to
the KEC variability.

For this purpose, a four-member ensemble experiment driven
by an identical atmospheric field is conducted with different
initial conditions based on the OFES North Pacific model. Each
initial condition is obtained from the same day (January 1st) of
different years of the climatological integration, which is forced
by the long-term mean atmospheric field.

We estimate the internal variability from differences among
the ensemble members. The estimated internal variability
are large in the Kuroshio Current and KEC regions, and
its amplitude is similar to or larger than the wind-induced
variability estimated from the ensemble mean. This is also
the case in the KEC speed (Fig. 3a), suggesting significant
uncertainty included in it. However, if we focus on the most
dominant mode of interannual variability in the western North
Pacific region obtained by the EOF (empirical orthogonal
function) analysis, differences among the members are small
(Fig. 3b). This suggests much reduced uncertainty in the most

Chapter 1 Earth Science

dominant mode. The number of experiments is, however, still
very small, and similar experiments will be conducted further.

5. Oceanic non-hydrostatic wave trains generated by
typhoons

Tidally generated oceanic wave trains with waves 2-7 km
in length have been often observed by satellite-borne Synthetic
Aperture Radars. These trains are the surface expressions of
ISWs (internal solitary-like gravity waves) at the depth of
thermocline. Wave trains of this type are among the largest
non-hydrostatic phenomenon in the ocean, and highlight the
differences between the dispersion relations of hydrostatic
and non-hydrostatic internal gravity waves [8]. Oceanic non-
hydrostatic dynamics becomes important when wavelengths
become shorter than 5 km that is the typical depth of see floor.
Shorter waves propagate slowly and longer waves propagate
fast. In contrast to previous studies focusing on tidal internal
waves, this study shows that ISW trains can be generated by
typhoons.

Using a coupled atmosphere—ocean non-hydrostatic three-
dimensional model, CReSS-NHOES (Cloud Resolving
Storm Simulator-Non-Hydrostatic Ocean model for the
Earth Simulator), we have performed two separate hindcast
simulations for typhoon Choiwan 2009, one with non-
hydrostatic pressure in the ocean component of the model and
one without it. Choiwan passed the Ogasawara Islands on 20
Septempber 2009. The cyclonic wind stress of the typhoon
induces divergent ocean flows at sea surface, resulting in the
doming of thermocline that radiates away as internal gravity
waves. Simulated internal gravity waves are significant to the
east of typhoon, and propagate at the speed of waves in the
first baroclinic mode. Gradually ISW trains with waves about
5-10 km in length and about 1 hour in period are formed in
the non-hydrostatic run (Figs. 4 and 5, left). Such saturation
of wave frequency is consistent with the dispersion relation
of non-hydrostatic internal gravity waves. No ISW is formed
in the hydrostatic run where the leading edge of waves is too
significant and there is no tail of wave trains (Figs. 4 and 5,

right). By applying the above twin simulations to some other

Fig. 3 (a) Time series of the simulated 100-m depth KEC speed averaged in 142-180E in the ensemble experiment. Thin curves are

for the ensemble members, and the thick one is for the ensemble mean. (b) The same as (a) but for the principle component

of the first EOF mode of sea surface height, which is associated with intensification and meridional shift of KEC as shown in

(c). (c) Meridional profile of the seven-year mean 100-m depth zonal current (black), and that for the first EOF mode (orange).

Both are from the ensemble mean.
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Fig. 4 Distributions of the vertical component of velocity at 1000 m
depth [color, mm/s] and sea surface pressure [contour interval
= 5 hPa] in the nonhydrostatic run (left) and the hydrostatic run
(right).

typhoons, we have confirmed that the generation of ISW
trains is common in non-hydrostatic runs, which may have

implications for the vertical mixing in the real ocean.

6. Conclusion

We briefly reported simulation results of primitive equation
and non-hydrostatic atmosphere, ocean and coupled models to
investigate roles of oceanic fine structures in climate and its
variability. This year, we have concentrated on oceanic fine
structures induced by wind or by ocean internal dynamics. We
will study more on fine-scale air-sea interaction in the near

future.
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A coupled atmosphere-ocean-land model MSSG has been developed in the Earth Simulator Center, which is designed to model

multi-scale interactions among the atmosphere, the ocean and the coupled system. The MSSG is designed and optimized to be run
with high performance computation on the Earth Simulator (ES2) and attained about 32.2 % of the theoretical peak of ES2. Adding to
the computational optimization, implementation and its impacts of new computational schemes, several time-space scale simulation

results are shown in this report.
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1. Introduction
Multi-Scale Simulator for the Geoenvironment (MSSG),
which is a coupled atmosphere-ocean-land global circulation
model, has been developed for seamless simulation based
on multi-scale multi-physics modeling strategy in order to
predict not only weather but climate variability. Because of the
necessary of high performance computation to realize seamless
simulation, MSSG is optimized to be run on the Earth Simulator
with high computational performance and it is designed to be
available with flexibility for different space and time scales.
In this fiscal year, we focus on the following issues
e Improvement of computational performance on the Earth
Simulator 2 (ES2) to be fit the architectures of discritization
schemes for ultra high resolution simulation,
e [mprovement of physical performance of each component of
MSSG; MSSG-A and MSSG-O,
and
e Trial simulation aimed to multi-scale multi-physics
simulations

This report summarizes results of our project in FY2010.

. MSSG Model Improvement

MSSG can be defined not only a coupled model but regional
coupled model simulates phenomena with ultra high resolution
such as several meters for horizontal which is required in
simulations in urban canyon. Furthermore, global simulations
are such that global/regional MSSG-A, global/regional
MSSG-0, and global/regional MSSG, where MSSG-A and
MSSG-O are atmospheric and oceanic components of MSSG,
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respectively.

An atmospheric component of MSSG, which we
call it MSSG-A, is a non-hydrostatic global/regional
atmosphere circulation model. MSSG-A is compromised
of fully compressive flux form™, Smagorinsky-Lilly type
parameterizations™® for sub-grid scale mixing. In addition,
for increasing usage flexibility, MYNN level-2.5 scheme,
which is set as new planetary boundary layer scheme, increases
predictability at the equatorial region and produces sustainable
deep-convection. Surface fluxes™™ is adopted in MSSG. Cloud
microphysics with mixed phases”™ and cumulus convective
processes™™ are selected depending on grid scales. Simple
cloud-radiation scheme based on the scheme in MM5 for long
wave and shortwave interactions with both explicit cloud and

clear-air are adopted and a new radiation scheme, MSTRNX

Fig. I Scale of MSSG as global/regional models with nesting schemes
and resolution.
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which solves large negative temperature bias in global scale, are
introduced in this fiscal year. Over land, the ground temperature
and ground moisture are computed by using a bucket model. As
upper boundary condition, Rayleigh friction layer is set.

In the ocean component, which we call it MSSG-O, in-
compressive and hydrostatic/nonhydrostatic equations with the
Boussinesq approximation are introduced based on Marshall's
methods™™. Smagorinsky type scheme™™ are used for the sub-
grid scale mixing. Algebraic Multi-Grid (AMG) method”
is used in order to solve a Poisson equation in MSSG-O. In
MSSG, we used the AMG library based on aggregation-type
AMG(11], which has been developed by Fuji Research Institute
Corporation.

In both MSSG-A and MSSG-O, Yin-Yang grid system for
the global™ and Arakawa C grid is used. In MSSG-A, both
the terrain following vertical coordinate with Lorenz type
variables distribution™ and z-coordinate are introduced. Each
of coordinate are adopted to be suitable to grid scale objectives.
MSSG-O uses the z-coordinate system for the vertical direction
with partial cell which is introduced in this fiscal year. In
MSSG-A, the 2", 3 and 4" Runge-Kutta schemes and leap-
flog schemes with Robert-Asselin time filter are available. In
MSSG-O, leap-flog schemes with Robert-Asselin time filter is
used. For momentum and tracer advection computations, several
discritization schemes are available. In this study, the 5" order
upwind scheme is used for the MSSG-A and central difference
is utilized in MSSG-O. In this fiscal year, WENO scheme is
introduced and its impact is analyzed as described in flowing
section. Horizontally explicit vertical implicit (HEVI) scheme ™
is adopted in MSSG-A.

Conservation scheme was discussed " and no side effects of
over lapped grid system such as Yin-Yang grid were presented

due to validations results of various benchmark experiments™” ™

[19]

3. High performance computing of MSSG

Considered those characteristics of the architecture of the
Earth Simulator (ES2), MSSG is further optimized on it. The
computing performance of MSSG-A is tuned as follows,
- loop interchange for the increased loop length,

Fig. 2 Sustained performance of MSSG-A.
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- shortening of computing time by eliminating redundant
arithmetic operations using sqrt (square root) and cbrt (cubic
root),

- reduction of Byte/Flop ratio with loop unrolling and
exploitation of ADB,

and

- mitigation of interdependency among arithmetic operations
by rearrangement of instructions with the assembler
language.

After the performance tuning, the wall-clock time for the
entire MSSG program on the 160 ES2 nodes (1280 cores) was
successfully reduced by 37% from 172.0 sec to 108.2 sec with
the achieved sustained performance of 42.2 TFLOPS (peak
performance ratio of 32.2%). Computational performance
statistics of main modules of MSSG-A on ES2 has achieved
18GFLOPS per one CPU of ES2.

Horizontal resolution 3 km and 32 vertical layers for the
global was also conducted with the 80 ES nodes (640 cores).
The measured wall-clock time is 108.2 sec and 205.7 sec for
160 and 80 nodes, respectively with the parallelization ratio of
99.9915%, which can be derived from the Amdahl's law. Figure
2 shows the sustained performance measured with 1280 and 640
cores, the resulting performance curve using the parallelization
ratio based on the Amdahl's law and the line representing the
ideal parallelization ratio of 100%. As the results of optimizing,

MSSG demonstrates excellent strong scaling.

4. Physical performance improvements in MSSG

State-of-the-art tracer advection schemes, Weighted
essentially non-oscillatory (WENO) scheme was introduced to
MSSG-A in this fiscal year. In addition, physical validation
of WENO scheme (WM) , monotonic (MO) flux limiters,
modified PD (MPD) and Wicker and Skamarock (WS) scheme
are examined by cloud-resolving simulations of the squall-
lines. In fig. 3, lateral structure of the squall-lines simulated by
different tracer advection schemes using 1-km resolution are
compared. Simulated structure of the squall-lines is different
comparing among the results with individual advection
schemes. Those impacts to physical performance imply that the
accuracy of tracer advection scheme has a great influence on the
reproducibility and predictability of atmospheric state.

In MSSG-Ocean model, two major model components
"Open Boundary Condition" and "Surface forcing" were
pursued. Off-line nesting was set by clamping temperature,
salinity, and velocity fields to external file or prescribed setting
at the boundaries. Restoring and damping regions were also
implemented near the lateral boundaries for reducing numerical
noise. To improve external forcing and temperature fields at
the sea surface, bulk flux formula based on COARE3.0 was
also implemented. Furthermore, tidal mixing on the sea surface
temperature, its 1% order process was implemented based on
a simple parameterization scheme. It was clear that vertical
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mixing with the tide was intensified in the Indian Ocean (Fig.
4). The numerical stability of partial cell method and Mellor-
Yamada 2.5 Mixing scheme was also improved for long-term
integration in highly varying topographic region such as the
Indonesian Seas.

5. Trial simulations for adaptation to climate

variability

After tuning in computational and physical schemes, for the
first step to execute simulations for the adaptation in climate
variability, we focus on two of different time-space scales. One
is a trial simulation to validate the reproducibility of Madden
Julian Oscillation (MJO) which is well known as multi-
scale phenomena. The other is a simulation with urban scale
resolution.

MSSG-A was set to 20 km horizontal resolution and 53
vertical layers and one month integration from 15th December
2006. Figure 5 shows a simulation result of precipitation to

represent MJO with MSSG-A. Although volume of precipitation

Fig. 4 The impact of tidal mixing to sea surface temperature. Top:
region of the Indian Ocean with strong tidal mixing, middle:
effect of tidal mixing on annual sea surface temperature and
bottom: effect on summer season.

Fig. 3 Lateral distributions of vertical wind speed (left)
and temperature (right) at 1400m height and at
5 hour. Results with (a) WS,(b) WM,(c) MPD

and (d) MO, respectively in cloud-resolving Fig. 5 Longitude-time plot of precipitation (mm/h) averaged in the
simulations of the squall-lines with 1-km area 10S-5N. Upper: a simulation result with MSSG-A, bottom:
horizontal resolution. observational data by TRMM 3B42.
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tends to be more than the observational data by TRMM,
typical multi-scale structure of MJO has been captured in the
simulation.

In urban scale simulations with O(1m) resolution, river
reproduction such as Sakura river and Kyobashi river in
Kyobashi-ku is considered as one of the possible strategies to

Fig. 6 Region for urban scale simulation with 5m of horizontal and
vertical resolution.

Fig. 7 Lateral wind velocity field (m/s) at 32.5m
height, (a) without rivers, (b) with rivers and
(c) differences between (a) and (b).
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adapt climate variability (Fig. 6). In figure 6, simulation results
under conditions that both Sakura river and Kyobashi river
are reproduced or not produced. Simulation results show the
impact of settled water surface such as rivers in urban area. The
existence of a river suggests the change of not only temperature
and horizontal wind field (Fig. 7) but of vertical wind field
structure up to 300-500m height (data not shown).

6. Future work

In this report, we presented optimized computational
performance of MSSG and improvements of physical
performance in MSSG due to state-of-art schemes were
introduced. Furthermore, preliminary results were shown in
order to perform multi-scale simulations to estimate strategies
of adaptation in climate variability. Simulation results were
comparable to observational data for each of scale simulation.
These results encourage us to promote further large multi-
scale simulations. In near future, we are planning to validate
the representation of El Nifio by longer integration. The further
possibility of multi-scale simulations will be validated by
showing whether climate in urban area will be predictable or not
under the condition of climate variability.
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The purpose of this project is to further develop physical models for global warming simulations, and to investigate mechanisms
of changes in global environment as a successor of a previous ES joint project. We have obtained the following results this year.

The change of the QBO in a double CO, climate is investigated for the first time by using a climate model that simulates the QBO
by model-resolved waves only. The period, amplitude and lowermost level of the QBO in a double CO, climate become longer,
weaker and higher than those in the present climate.

A new time integration method is introduced into COCO (ocean component of MIROC), and it is shown that the method improves
the computational performance of the model significantly.

The difficulty in representing Atlantic Meridional Overturning Circulation (AMOC) in LGM simulations is widely known. The
multi GCM intercomparison and several sensitivity experiments have been presented by using MIROC GCM. It is found that the
model improvement of the warming bias and seaice formation in the Southern ocean are crucial for reproducing the strengthening the
Antarctic Bottom Water (AABW) and shoaling and weakening of the AMOC at LGM.

An advanced scheme for sub-grid snow-cover ratio (SSNOWND) has been introduced, and the type of snowmelt at each grid is
changed to be determined internally in MIROC. It revealed from the results of sensitivity experiments on the sub-grid distribution
parameter that sub-grid snow-cover ratio is decreased by the vegetation effects, and that the variability of the sub-grid ratio is
decreased by the topography effects. Besides, examinations on climatic impacts of the changes in volatile organic carbon induced by
land-use change by changing secondary organic aerosols are being proceeded.

Optimization of an ice sheet model ICIES is examined for high-resolution (until 5 km) Greenland experiment. Further
development including model parallelization will be required for much effective numerical simulation.

Keywords: Atmosphere-Ocean-Land coupled model, offline biogeochemical model, stratospheric QBO, ice-sheet model

1. Introduction 2. The Quasi-biennial oscillation in a double CO,
This project is a successor of one of the previous ES-joint climate
projects named "Development of a High-resolution Coupled The Quasi-Biennial Oscillation (QBO) is most evident in

Atmosphere-Ocean-Land General Circulation Model for Climate the zonal-mean zonal wind near the equator which undergoes
System Studies." The purpose of this project is to further reversals from easterlies to westerlies through each QBO cycle.
develop physical models for global warming simulations, and to There is no evidence that any of the models employed in the
investigate mechanisms of changes in global environment. IPCC AR4 model intercomparison simulated the QBO. This is
To achieve the purpose, we focus on the development of ice the first study to investigate how the QBO changes in a double
sheet model, permafrost model and sea ice model, improvement CO, climate using a climate model that simulates the QBO
of subcomponent models for atmosphere, ocean and land- by model-resolved waves only. A high-resolution version of
surface processes in the climate model MIROC, as well as the MIROC atmospheric GCM is used. We performed a long
sensitivity studies using climate models relevant to global control integration of the model in the present climate and

warming and paleo-climate. double CO, climate.
Figure 1 shows a time-height cross-section of the monthly-
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Fig. 1 Time-height cross sections of zonal mean zonal wind at equator in (a) present and
(b) double CO, climates. The contour intervals are 5 ms™. Red and Blue colors
correspond to westerly and easterly, respectively.

mean zonal-mean zonal wind over the equator in the present and
future climates. In the future climate, the QBO period becomes
longer and QBO amplitude weaker than in the present climate.
The downward penetration of the QBO into the lowermost
stratosphere is also curtailed in the future climate. In the future
climate, a warming in the troposphere and cooling in the
stratosphere are evident and the upper parts of the subtropical
jets strengthen. The wave propagation changes in the mid-
latitude, associated with background zonal wind changes, result
in a significant increase of the mean upwelling in the equatorial
stratosphere, and the effect of this enhanced mean circulation
overwhelms counteracting influences from strengthened wave
fluxes in the warmer climate. The momentum fluxes associated
with waves propagating upward into the equatorial stratosphere
do strengthen overall by ~10-15% in the warm simulation, but
the increases are almost entirely in zonal phase speed ranges
which have little effect on the stratospheric QBO.

3. Implementation of a new time integration method

into the ocean model

In addition to the leap-frog method, the time staggered
method is implemented into COCO (ocean component of
MIROC). This time staggered method discretizes time
derivative of tracer and momentum equations with a forward
time step and time of these fields are staggered by one-half time
step (e.g., Griffies [1]). In the calculation of the momentum
advection term, third-order Adams-Bashforth scheme is used in
order to avoid numerical instability. This method solves tracer
and momentum equations alternatively in time so that it has
higher computational performance than the leap-frog method,
which solves these equations simultaneously in time and
calculates two independent solutions.

The calculated sea surface height using the leap-frog method
and the time staggered one are shown in Fig. 2. Blue and red
dotted lines are results of the leap-frog and the time staggered

Fig. 2 Time-averaged sea surface height calculated using the leap-frog method (blue lines) and time
staggered method (red dotted lines). The model is integrated 10 years and time average is done for

the last one year. Contour interval is 10 cm.
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methods, respectively. There is little difference between
these two results. The calculation of the leap-frog method is
stable with time interval of 2400 seconds but unstable with
that of 2700 seconds. On the other hand, the calculation of the
staggered method is stable with time interval of 4000 seconds.
The newly implemented time staggered method significantly
improves the computational performance of the model.

4.Modelling the Atlantic Meridional Overturning

Circulation (AMOC) at the Last Glacial Maximum

Despite the importance of reproducing the Atlantic
Meridional Overturning Circulation (AMOC) by Coupled
Atmosphere Ocean General Circulation Models (AOGCMs)
used for future projection for the heat transport and carbon
cycle, it is often not well reproduced in the simulations of the
Last Glacial Maximum (LGM). We present that many models
suffer from the warming bias of the sea surface temperature
(SST) around Antarctica in the modern Southern Ocean region
for the present day simulations (CTL) and the strengthening of
the AMOC at LGM (Fig. 3). Additional sensitivity experiments
using MIROC AOGCM showed the dependence of the AMOC
at the modern and LGM upon the key factors within the range
of the uncertainty such as the reproduction of the proper effect
of oceanic mixing in the sinking area. Figure 3 shows the
correlation between SST bias over the Southern Ocean and the
change of the AMOC circulation LGM-CTL for the different
AOGCMs and five MIROC sensitivity experiments.

The improvement of the warming bias and sea ice formation
in the Southern Ocean are crucial for strengthening the Antarctic
Bottom Water (AABW) and shoaling and weakening of the
AMOC at LGM through brine rejection and insulation and for
controlling the oceanic convective activity. If there is a warming
bias, the sea ice around Antarctica is not forming enough to
strengthen the AABW and results in the stronger AMOC due to
the strong cooling in the high Northern latitude because of the

Fig. 3 The correlation between SST bias over the Southern Ocean and
the change of the AMOC circulation between LGM and CTL for
the different AOGCMs and five MIROC sensitivity experiments.
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ice sheet. The result depends critically on the balance between
the strengthening of the AABW formation caused by the cooling
due to the decrease of CO, and the strengthening of AMOC by
the growth of the ice sheets over the northern hemisphere.

5. Land-surface modeling in GCM

Snow cover has large effects on the surface energy/water
balances. An advanced scheme for sub-grid snow-cover ratio
(SSNOWD, [2]) has been introduced in a global climate model
(MIROC). In SSNOWD, the effects of vegetation, topography
and climatological temperature were considered. A type of
sub-grid snow depth distribution used in SSNOWD had been
specified as an external boundary data, but it was modified to
be internally determined in MIROC: using the vegetation map
for the surface energy/water balances, the sub-grid topography
variation data for gravity wave drag and runoff, and the surface
air temperature diagnosed in MIROC. So that, the sub-grid snow
depth distribution type became to be consistently determined in
MIROC.

The coefficient variation (CV) of sub-grid snow distribution
is a key parameter for reproducibility of SSNOWD. Thus a
sensitivity experiment was conducted by specifying CV to a
globally unique value at low vegetation (grassland) and low
topographic variations (plain) in cold regions, i.e., arctic coastal
tundra. It revealed that the changes in vegetation types lead to
a decrease in sub-grid snow-cover ratio, and that the changes
in topography variation lead to a decrease in the range of the

Fig. 4 Scatter diagram of snow water equivalent (horizontal axis) versus
sub-grid snow cover ratio (vertical axis). Red dots denote the
scatter with realistic distribution of sub-grid snow distribution
type, and blue dots denote those with a unique type. Upper shows
the scatter of the points where topography type was changed from
mountains to plain, and lower shows the scatter of the points
where vegetation type was changed from forests to grassland.
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Tablel  Summary of CPU time used for 10kyr of integration of Greenland experiment by ICIES.
. . . . CPU ti f 10kyr of
Resolution Average time step | Total grid points |_me 0 . yro
model integration
5km 0.1 year 301 x 561 x 26 18,000 sec.
10 km 0.25 year 151 x 281 x 26 2,200 sec.
20 km 0.5 year 76 x 141 x 26 400 sec.
sub-grid snow-cover ratio (Fig. 4). Those changes in snow- References

cover ratio lead to the changes in surface albedo, and hence
the changes in surface air temperature by + 1 or 2°C. Besides,
surface air temperature was increased in summer where the
changes in snowmelt lead to the decreases in soil moisture in
spring and summer.

In addition to the refinement of land surface scheme, impacts
of land use changes on Asian climate have been investigated.
There have been numerous studies on thermal and hydrological
impacts of vegetation changes (e.g., [3]). However, effects
of the changes in volatile organic carbon (VOC) induced by
land use change have never been examined, which would lead
to changes in the formation of secondary organic aerosols
(SOA). The changes in VOC emission from vegetation since
the pre-industrial period were estimated using the land use
harmonization (LUH) datasets [4]. Sensitivity experiments will
be conducted using that estimation.

6. Optimization of an ice-sheet model ICIES

Ice-sheet Model for Integrated Earth-system Studies (ICIES)
has been developed for serial-computing environment. Current
IcIES performance on 1 CPU of SX-8R is 99.5% in the vector
operation ratio with average vector length 252.5, which is
already highly tuned for a vector processor. We have tried
automatic parallel optimization as well as assignable data buffer
(ADB, applicable on ES2). However, it is found that these were
effective only for small part of the ICIES.

Table 1 is current status of ICIES for a typical Greenland
experiment, which does not significantly demand the
computational resources. However, in order to apply ICIES on
much higher resolution, or to apply it on much larger domain
ice sheet (such as Antarctic ice sheet and Northern hemisphere
ice sheet), MPI (Message-Passing Interface) optimization is
necessary for effective use of multi-core nodes.
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High resolution simulations of the Martian atmosphere have been performed by using a General Circulation Model (GCM)
based on the AFES (Atmospheric GCM for the Earth Simulator). Also performed is a low resolution simulation of the Venus
atmosphere by using a simplified GCM but with an accurate radiation model for the Venus atmosphere as a preparation for high
resolution simulation. Our aim is to have insights into the dynamical features of small and medium scale disturbances in the Earth-
like atmospheres and their roles in the general circulations. Mars simulations are performed by the use of quite high horizontal
resolution which is almost the applicable limit of hydrostatic approximation. The results of the simulations show a variety of small
scale disturbances. Dust mass flux shows that small scale disturbances contribute dust lifting significantly. Dust mass flux increases
as the increase of horizontal resolution. It is shown that the horizontal scale of small scale disturbances in the low latitude decreases
as the increase of resolution. As for the simulation of the Venus atmosphere, zonal wind remains very weak especially below 50 km
even with the use of an accurate radiation model, although the result shows mean wind with remarkable jet above 50 km. This result

supports the result of the previous study that the Gierasch mechanisms may not work in the lower Venus atmosphere.

Keywords: planetary atmospheres, superrotation, dust storm, Earth, Mars, Venus

1. Introduction atmosphere by simulating circulations of those planetary

The structure of the general circulation differs significantly atmospheres by using general circulation models with the
with each planetary atmosphere. For instance, the atmospheres common dynamical core of the AFES [1]. Appropriate physical
of the slowly rotating Venus and Titan exemplify the processes are adopted for each planetary atmosphere. In our
superrotation, while the weak equatorial easterly and the strong project so far, we have been mainly performing simulations
mid-latitude westerly jets are formed in the Earth's troposphere. under the condition of Mars. In addition, the accurate radiation
The global dust storm occurs in some years on Mars, but model of the Venus atmosphere has been constructed toward
a similar storm does not exist in the Earth's atmosphere. performing simulations under the condition of Venus. In the
Understanding physical mechanisms causing such a variety of  followings, the particular targets of each simulation, the physical
structures of the general circulations of planetary atmospheres is processes utilized, and the results obtained will be described
one of the most interesting and important open questions of the briefly.
atmospheric science and fluid dynamics.

The aim of this study is to understand the dynamical

processes that characterize the structure of each planetary
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2. Mars simulation
2.1 Targets of simulations

Dust suspended in the Martian atmosphere plays an
important role to maintain thermal and circulation structure of
the Martian atmosphere through radiative process. However, the
physical mechanisms of dust lifting are not understood fully.
A previous study by using a Mars GCM [2] suggests that the
effects of wind fluctuations caused by small and medium scale
disturbances would be important for the dust lifting processes.
However, the features of small and medium scale disturbances
which may contribute to the dust lifting have not been clarified.
Disturbances of these scales are not in the range of observations.
In order to examine the disturbances in the Martian atmosphere
and its effects on dust lifting, we have been performing medium
and high resolution simulations of Martian atmosphere by using
a Mars GCM. In this fiscal year, simulations are continued with
the resolution increased up to almost the applicable limit of

hydrostatic approximation.

2.2 Physical processes

The physical processes used for the Mars simulations are
introduced from the Mars GCM [3,4] which has been developed
in our group so far. The implemented physical processes are the
radiative, the turbulent mixing, and the surface processes. By
the use of this GCM, the simulations in northern fall condition
are performed. Resolutions of simulations are T79L96,
T159L96, T319L96, and T639L96, which are equivalent to
about 89, 44, 22, and 11 km horizontal grid sizes, respectively.
The T6391L.96 simulation is the highest resolution simulation
of Martian global atmosphere that have been performed ever in
the world, and this resolution is almost the applicable limit of
hydrostatic approximation. In the simulation performed in this
fiscal year, the atmospheric dust distribution is prescribed, and
the dust is uniformly distributed in horizontal direction with
an amount corresponding to visible optical depth of 0.2. But,
the dust lifting parameterization [5] is included in the model,

and the possibility of dust lifting can be diagnosed. As the

Fig. I Global distribution of vorticity at the 4 hPa pressure level at
northern fall with the resolution of T639L96. Unit of vorticity
is 10° s™'. Also shown is the areoid (solid line) and low latitude
polar cap edge (dashed line). Gray areas represent mountains at
the 4 hPa pressure level.
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surface condition, the observed spatial variations of orography,
surface albedo, and surface thermal inertia are prescribed. As a
sensitivity test, the simulations with flat surface, uniform albedo
and thermal inertia, are also performed to examine effects of
such variations and intrinsic effects of horizontal resolution on

disturbance generation and dust lifting.

2.3 Results

Figure 1 shows a snapshot of global distribution of relative
vorticity at the 4 hPa pressure level at northern fall obtained
from T639L96 simulation. In the simulation, a variety of
atmospheric disturbances can be observed, such as baroclinic
waves in the northern middle and high latitudes, vortices and
shear lines in the lees of mountains, small scale streaks, and
small scale vortices in the low latitude. Here, the small scale
vortices in low latitude are focused. By comparing the vorticity
distributions of different resolution simulations (Fig. 2), it is
found that the horizontal size of these vortices decreases with
increasing horizontal resolution. It does not seem to converge up
to the highest resolution performed in our study. Further, those
vortices develops in earlier local solar time in high resolution
simulation than that in lower resolution ones. It is considered
that these small scale vortices are generated by convective
motion represented in the model. Although thermal convection
is too small to be resolved fully in the model, the higher
resolution model represents those better than lower resolution
model.

In order to assess the effects of small and medium scale
disturbances on dust lifting, the resolution dependence of
globally integrated dust mass flux diagnosed in the model
is examined. Figure 3 shows the resolution dependence of
globally integrated dust mass flux. The dust mass fluxes in
the flat/uniform experiments are also shown. The globally
integrated dust mass flux increases with increasing resolution
significantly. This indicates that the small scale disturbances
represented in high resolution simulations contribute dust

lifting. However, the dust mass flux does not converge up to the

Fig. 2 Same as Fig. 1, but with the resolution of T159L96.



Fig. 3 Resolution dependence of normalized globally integrated dust

mass flux.

highest resolution performed in our study. This implies that the
disturbances whose horizontal scale is smaller than about 10
km also contribute to dust lifting. At the same time, dust mass
flux is larger in simulations with surface property variations
than that in simulations with flat/uniform surface property. This
clearly shows that the orography-related disturbances contribute

significantly in dust lifting.

3. Venus simulation
3.1 Targets of simulations

The atmospheric superrotation is one of the most remarkable
features of the Venus atmosphere. In recent years, several
numerical experiments with GCMs have been performed to
investigate the generation mechanism of the Venus atmospheric
superrotation [6,7,8,9,10]. The results suggest that the Gierasch
mechanism and the thermal tide mechanism may explain the
atmospheric superrotation in dynamically consistent ways.
However, in those studies, the radiative process is extremely
simplified by Newtonian cooling. Since the Venus atmosphere

is optically very thick, this simplification cannot be justified at

Fig. 4 Distribution of mean zonal flow obtained for RT case at 10th
Earth year. Color shade and white contours indicate velocity of
the mean zonal flow (m s) and zonally averaged meridional
temperature deviation (K), respectively.
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all, especially in the Venus lower atmosphere. It has been also
pointed out that only extremely weak atmospheric superrotation
is generated when realistic solar heating is adopted [9]. The
results imply that the Gierasch mechanism may not work in the
Venus lower atmosphere.

In order to understand the real generation mechanism of the
atmospheric superrotation, an accurate radiation model has been
developed. In this fiscal year, we started to perform preliminary
simulations of the Venus atmosphere by implementing the

developed radiation model into a low resolution GCM.

3.2 Model

In our Venus simulation, a low resolution spectral model,
which is different from the AFES and can be easily performed
also on a desktop computer, is used as a preparation for high
resolution simulations. The resolution is TI0L50, whose
vertical domain extends from the ground to about 100 km with
almost the constant grid spacing of 2 km. The model includes
vertical and horizontal diffusion. Coefficients of vertical eddy
viscosity and heat diffusion are set to 0.1 m?" and 0.01 m’™,
respectively. Horizontal eddy viscosity is represented by the
second-order hyperviscosity with relaxation time of 1 Earth day
for the maximum wave number component. Unlike the many
previous studies, Rayleigh friction (or sponge layer) is not
used in the present model except at the lowest level, where the
surface friction acts on horizontal winds. In addition, the dry
convective adjustment scheme is used to restore the temperature
lapse rate to the neutral one when an atmospheric layer becomes
statically unstable.

The solar heating is zonally averaged and prescribed in the
present study. The vertical profile is based on the works of
Tomasko et al. [11] and Crisp [12]. It is noted that the solar
heating is artificially attenuated above 80 km. This does not

affect general circulation in the lower atmosphere on which we

Fig. 5 Mean meridional circulation obtained for the RT case at 10th
Earth year. Color shade and white contours indicate velocity of
the mean meridional and vertical flows (m s™), respectively.
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are focusing. The infrared radiation model is based on Takagi
et al. [13]. The spectral range is 0-6000 cm™, which is divided
into 10 channels. One-dimensional radiative and radiative-
convective equilibrium temperature profiles obtained by this
radiation model are in good agreement with observations [13].

In order to compare our results with those of a previous study
[9], simulations with Newtonian cooling are also carried out.
Vertical distribution of the relaxation time due to Newtonian
cooling is taken from Takagi and Matsuda [7].

The initial state for time integration is an atmosphere at
rest. Vertical profile of the initial temperature is taken from
the VIRA [14]. It is also assumed that the initial temperature is

horizontally uniform.

3.3 Results

Distribution of mean zonal flow obtained by the GCM
with the infrared radiation model (hereafter referred to as RT)
at 10th Earth year is shown in Fig. 4. The mean zonal flow
with remarkable jets is generated in 30-70 km. The maximum
velocity is about 11 m s™ at about 70°N/S at 60 km, which
is much less than observed values. Meridional temperature
difference is only few K near the cloud top level. This is
consistent with the weak zonal flows obtained in this simulation
in view of thermal wind balance. A weak local maximum (7-8
m s™) is observed in the equatorial region at 70 km. Weaker
midlatitude jets are also found at about 40 km. Below 30 km, the
mean zonal flow remains very weak. The temperature contrast
between the equator and poles is less than 1 K in this region.

The mean meridional circulation obtained for the RT case at
10th Earth year is shown in Fig. 5. It is clearly shown that the
mean meridional circulation splits into two cells which extend
from 20 to 50 km and from 50 to 80 km. The maximum velocity
of the mean meridional flow is about 12 m s™ at about 67 km
near 60°N/S. Below 20 km, the mean meridional circulation is
very weak. Static stability (defined by dT/dz+g/C,) below 20
km is about 0.5 K km™, which seems consistent with observed

values. It should be noted that the one-dimensional radiative

Fig. 6 Asin Fig. 4, but for the NC case at 100th Earth year.
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equilibrium temperature profile is statically unstable in the lower
atmosphere [13]. This result suggests that the lower atmosphere
is stabilized by the heat transfer associated with the horizontal
convection (meridional circulation) in the lowest layer.

Figure 6 shows the distribution of the mean zonal flow
obtained for a simulation with Newtonian cooling (hereafter
referred to as NC) at 100th Earth year. The generated mean
zonal flow is much faster than that obtained in the RT case.
Velocities are about 30 and 45 m s™ at the equator and 65°N/S
at 65 km, respectively. The meridional gradient of temperature
much increases in the polar regions at 50-60 km levels. Below
50 km, the mean zonal flow remains very weak, as in the RT
case. The mean meridional circulation is shown in Fig. 7. A
remarkable mean meridional cell can be observed in 50-75 km
only. The maximum velocity of the mean meridional flow is
about 10 m s near 65 km. Below 50 km, the mean meridional
circulation remains very weak in the NC case.

These results imply that the large meridional circulation
extending from the ground to the cloud top level shown in the
previous studies should be attributed to unrealistically strong
solar heating used in their simulations. These results also
support the idea that the Gierasch mechanism may not work
in the lower Venus atmosphere. We will try to perform high
resolution Venus simulation to examine the effects of small

scale waves on generation of superrotation.
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In this project we will improve the ability to simulate the present status of ocean climate and ecosystems and clarify effects of

climate variability on marine biogeochemical cycles and ecosystems by using multiple ocean general circulation models (GCMs)

with multiple ecosystem models including marine biogeochemical cycles. Taking advantage of our high-resolution general circulation

model, we have investigated the impact of cyclonic eddies detached from the Kuroshio Extension on the marine ecosystem. We also

have developed an advanced ecosystem model including some key biogeochemical processes, e.g., optimal nutrient uptake kinetics of

phytoplankton. Using the new model we have performed hindcast experiments for an international project on model intercomparison

"The MARIne Ecosystem Model Intercomparison Project (MAREMIP)". We have also begun developing a marine ecosystem model
for the Arctic Ocean to investigate the impact of climate change and sea ice decline on Arctic ecosystems.

Keywords: Ecosystem, Biogeochemical Cycles, Global Change, Ocean General Circulation Model, Fisheries resources

1. High resolution modeling of biogeochemical cycles
and ecosystems

Using a high resolution model, the Ocean general circulation
model For the Earth Simulator (OFES) including a simple
ecosystem model (Nutrient-Phytoplankton-Zooplankton-
Detritus, or NPZD type), with a horizontal resolution of 0.1
degrees, we have investigated the effects of the mesoscale
eddies on the marine ecosystem in the Kuroshio Extension (KE)
region.

The model reproduces high chlorophyll concentration in the
cyclonic eddies which are captured by satellite observations.
The model also exhibits subsurface structures of chlorophyll
and their seasonal variations [1]. Particularly interesting is that
the subsurface chlorophyll in winter is high along the edge of
the cyclonic eddies rather than in the centers. This is associated
with deep mixed layer at the edge of the cyclonic eddies. Strong
positive values of the vertical component of velocity around
the edge of the eddy appear to contribute to the ring of high
chlorophyll at depth. Comparison of the subsurface patterns of
chlorophyll and velocity strongly suggests that both lateral and

vertical advection influence primary production.

2. Process modeling in marine ecosystems
Based on the 3-D marine ecosystem model NEMURO
(North pacific Ecosystem Model for Understanding Regional
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Oceanography), we have developed a new marine ecosystem
model MEM (Marine Ecosystem Model coupled with OU
Kinetics). The optimal uptake kinetics describes observed
nitrate uptake rates over wide ranges of nutrient concentrations
better than the widely applied classical Michaelis-Menten
equation [2]. We also modified the plankton functional type
(PFT) in the model to compare with satellite observations [3].
The particles sinking process and the iron cycle in the model
are also revised. Implementing these new formulations and
schemes in a 3-D model, we performed numerical experiments
to investigate the performance of the new model with the offline
version of the model [4].

In order to evaluate our marine ecosystem model (MEM)
within Marine Ecosystem Model Intercomparison Project
(MAREMIP), we conducted hindcast experiments for the period
1985-2009 using NCEP reanalysis data as an external forcing,
and their results for the period 1998-2009 were compared with
satellite observation. Figure 1 shows a linear trend of total
chlorophyll-a (TChla), diatoms and smaller phytoplankton
derived from the ecosystem model and satellite observation.
For majority of ocean basins, a general agreement was found
in terms of increase or decrease of TChla, Diatoms and smaller
phytoplankton. A disagreement was also found in the South
Atlantic for TChla and smaller phytoplankton, which is rather
exceptional, however. We found that there are some trends over
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recent years in phytoplankton community structure and they are
regionally different.

To compare other spatio-temporal variation of phytoplankton
community derived from the model and satellite observation,
principal components were used as a comparison metric. The
eigen vector of the 1st mode showed less temporal variation
in all ocean basins (Fig. 2), thus the 1st mode was interpreted
as a steady state of phytoplankton habitat. The eigen vector of
the 2nd mode exhibited seasonality. The eigen vector of the
3rd mode also showed seasonality but inter-annual variability
was superimposed for some ocean basins. A comparison of the
eigen vectors derived from model and satellite showed that the
fundamental features of phytoplankton dynamics were well
reproduced by the model in each ocean basin, thus our model is
useful for marine ecosystem analysis.
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Fig. 1 Linear trends of total Chlorophyll-a (TChla), Diatoms and other small phytoplankton for each ocean basin; GLB
(global ocean), SOC (Southern Ocean), NAT (North Atlantic), SAT (South Atlantic), NPC (North Pacific), SPC

(South Pacific) and IND (Indian Ocean).

Fig. 2 Time series of the eigen vectors for spatial Principal Components (PC) for each ocean basin; Top row 1st PC (PC1), middle row 2nd PC (PC2),
bottom row 3rd PC (PC3). From left to right; GLB (global ocean), SOC (Southern Ocean), NAT (North Atlantic), SAT (South Atlantic), NPC

(North Pacific), SPC (South Pacific) and IND (Indian Ocean).
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Three-dimensional nonsteady coupled analysis of the local thermal environment and air-conditioning loads was carried out
in a local city. First we conducted a survey of the actual condition of electric power consumption and cooling heat load for each
building. The survey period was from January to December 2008. Electric power consumption and cooling heat load were estimated
based on the hourly data of BEMS and the district heating and cooling system in the city. Meteorological condition, electric power
consumption at the buildings, land surface, building construction and location were databased for numerical simulation. Surface
temperatures of the buildings and the ground were determined by calculating the shadow area and conducting mutual radiation
analysis of short and long waves while considering view factors. The cooling heat loads were also calculated for each building based
on the heat value entering the room from outside and on the internal loads. The calculation results reproduced the observed daily

behavior of cooling heat loads with excellent accuracy.

Keywords: Heat island, low-carbon city, radiation, heat storage, air-conditioning load

1. Introduction from the internal load.

Recently, countermeasures against the urban heat island
(UHI) effect, such as reduction of anthropogenic heat release 2. Subject of Analysis
and enhancement of urban ventilation, have become increasingly A bird's eye view of the subject of the analysis is shown in
important in Tokyo. The evaluation of urban ventilation Fig. 1. Three-dimensional nonsteady analysis was conducted
requires the construction of a high-resolution computational for an area in which the cooling load was to be analyzed (370
fluid dynamics (CFD) system, which takes account of complex m x 480 m) (herein the AC load analysis area) considering
urban morphology. The morphological complexity arises from the buildings' mutual radiation impact and heat stored in
multiscale geometry consisting of buildings, forests, and rivers building walls, etc.. A surrounding area (670 m x 780 m) was
superimposed on varying topography. Given this morphological set around the AC load analysis area so as to incorporate the
background, we have been developing a high-resolution impact of shade formed by the surrounding buildings on the
CFD system and have performed simulations of wind and air AC load analysis area in the calculation. The distribution of
temperature fields in the 23 special wards of Tokyo using a sky view factors is shown in Fig. 2. It is suggested that control
horizontal grid spacing of 5 m[1]. It is necessary to accurately of nocturnal radiation from the concentration of buildings
handle the heat transfer phenomenon of buildings or the ground effectively reduces the occurrence of "tropical nights." The
prior to fluid analysis of an urban area. In 2010, we developed sky view factor of the ground decreases near the buildings,
a calculation method that grasps the surface temperature of a  and it is indicated that resultant heat storage occurs locally
city in a three-dimensional nonsteady manner. We conducted and eventually contributes to an increase in night-time surface
a shadow calculation and mutual radiation analysis of short- temperatures.
and long-waves considering the geometrical factor, and finally
determined the surface temperatures of buildings and the 3. Calculation Method
ground. In addition, we calculated the cooling heat loads for The distribution of surface temperatures on urban surfaces
each building from the heat value that entered the room and is calculated by three-dimensional nonsteady analysis under the
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Fig. 1 Bird's eye view of the analysis area
Land use signs: 0 - building; 1 - building site; 2 -
asphalt; 3 - grass field; 4 - water surface; and 5 -
trees.

meteorological conditions of the summer of 2008. Value of the
transmission heat that enters the room through rooftop slabs and
walls is calculated at the same time. There are measured data
for the electric power consumption of buildings for the same
period, and the cooling heat loads occurring in this period as
a result of the addition of the electric power consumption and
the transmission heat values. Since the cooling heat loads may
be calculated from the time data for the amount of cold heat

Fig. 3 Surface temperature distribution (16:00, August 3, 2008).

Fig. 5 Surface temperature distribution (3:00, August 3, 2008).
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Fig. 2 Distribution of sky view factors
Laterally subdivided by 5 m mesh for ground and
buildings and 1 m mesh for trees.

supplied from the district cooling system to the building, the

measured data and calculated data can now be compared.

4. Calculation Results

The distribution of surface temperatures measured at 16:00
on August 3, 2008 is shown in Fig. 3. Surface temperatures
vary depending on the shade, ground surface coverage, and the

direction of the building wall. The shade distribution at the same

Fig. 4 Shade distribution (16:00, August 3, 2008).

Fig. 6 Calculation results of air-conditioning load (a few

days in the summer period of 2008).



time is shown in Fig. 4. The surface temperature distribution at
3 o'clock is shown in Fig. 5. The impact of heat storage differs
depending on the type of building construction (RC or wooden),
and hence surface temperatures differ from place to place.
The temperature of the green area remains relatively lower all
through the day. There are a few places observed where elevated
road surface temperatures are maintained because of the
relationship between the heat storage in the daytime and the sky
view factor. Figure 6 compares the calculated values of cooling
heat loads of a commercial facility in the analysis area with the
field observation values. There is a close agreement in the daily

behavior trends which were calculated and observed.

5. Summary

The three-dimensional nonsteady coupled analysis method
for local thermal environment and cooling heat loads, which
was developed in our research, is expected to contribute to
the clarification of the dynamic state of wide-area local heat
circulation when coupled with nonsteady CFD analysis. At
the same time, the method is capable of quantifying the air-
conditioning load reduction effects achieved by choosing the
appropriate building surface finishes and conducting greening of
buildings.
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The objective of this project is to better understand cloud and precipitation processes on the Earth and to improve these processes
in climate models by global cloud resolving approach. In FY2010, a 10-day long 3.5-km mesh global simulation of genesis process of
Typhoon Fengshen was conducted. The results were analyzed in terms of multi-scale processes of tropical cyclogenesis and validated
against the in-situ and satellite observations. A series of sensitivity experiments using 14 km mesh were executed to evaluate global
statistics of simulated clouds. Based on the results, physical parameters were tuned to improve reproducibility of the cloud properties
in long-term simulations. In order to understand basic mechanisms of tropical atmospheric variabilities with intraseasonal timescale,
idealized experiments with aquaplanet setups were also performed. The results suggest the importance of zonal contrast of sea surface
temperature forcing.

Keywords: cloud and precipitation processes, global cloud resolving model

1. Introduction 2. Global cloud resolving simulation of Typhoon
Understanding and adequate modeling of cloud and Fengshen (T'Y0806)
precipitation processes are key issues to accurate prediction Prediction of tropical cyclogenesis is a challenging task

of global climate change. Global cloud resolving simulation because of its occurrence under multiple effects of large-scale
is an epoch-making approach which is capable of excluding disturbances, such as intraseasonal variability (ISV), monsoon,
uncertainty inherent in the "cumulus parameterization", which and tropical waves (Miura et al. 2007[3]; Fudeyasu et al.
has long been used in conventional general circulation models 2008[4]; Oouchi et al. 2009[5]; Fudeyasu et al. 2010[6]; Kikuchi
(GCMs). Our research team has been developing a global cloud et al. 2010[7]; Taniguchi et al. 2010[8]; Yanase et al. 2010[9]).
resolving model, Nonhydrostatic 1Cosahedral Atmospheric In order to clarify multi-scale processes of cyclogenesis, we
Model (NICAM; Satoh et al. 2008[1]) since 2000. In these ten have conducted a case study of TY0806 (Fengshen), as an
years, a number of numerical experiments have been executed extension of the research work in FY2009, with increasing the
on the Earth Simulator (ES), and physical packages were horizontal resolution (3.5 km mesh) in this FY. The genesis
renewed in FY2009 (Satoh et al. 2010[2]). In this research of Fengshen was successfully observed in the field campaign
project, which started in FY2009, we focus on evaluations PALAU2008, and its entire life cycle was also covered by
and improvement of cloud and precipitation processes of the the period of the international observation project Year of
NICAM simulation. In FY2010, we have conducted (1) Global Tropical Convection (YOTC). The simulation period was 10
3.5-km mesh simulation of Typhoon Fengshen (TY0806), (2) days starting at 00UTC 15 June 2008 (4 days before reaching
sensitivity experiments with a global 14-km mesh model, and (3) typhoon intensity).

aquaplanet experiments. Details are reported in the following The 3.5-km mesh simulation well reproduced large-scale
sections. wind fields (Fig. 1). The westerlies in the lower troposphere

43



Annual Report of the Earth Simulator Center April 2010 - March 2011

Fig. 1 Zonal wind at 850 hPa (15-21 June 2008 average) in (a) European Center for Medium-
Range Weather Forecasts (ECMWF) YOTC operational analysis data and (b) the 3.5-km

mesh NICAM simulation.

broadly prevailed over the Indo monsoon region as a part of
monsoon circulation. The westerly extends to the equatorial
western Pacific region due to an ISV event, which forms the
conditions favorable to tropical cyclogenesis. The mesoscale
structure of Fengshen (Fig. 2a, b) and development of upright
deep circulation (Fig. 2c, d) are also in good agreement with in-
situ observations.

Fengshen is known as the case subject to significant errors
in operational track forecasting. In FY2009, impact of turbulent
scheme on Fengshen track forecast was investigated by the
sensitivity simulations with 14-km mesh (Satoh et al. 2010[2]).

It is noteworthy that the 3.5-km mesh simulation better
reproduced the typhoon track even with the standard setting
of the turbulent mixing. This result suggests potential ability
of high-resolution models to improve prediction of structure,
development, and track of typhoons.

Validation of the cloud macro structures and microphysical
variables in this simulation is currently underway with use of
a satellite data simulator called Joint Simulator for Satellite
Sensors (J-simulator). J-simulator is being developed under
Japan Aerospace Exploration Agency (JAXA) EarthCARE
project, which performs a retrieval simulation of active and
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Fig. 2 Horizontal distribution of (a) MTSAT-1R (white) and radar echo (color) and (b)
simulated outgoing long-wave radiation (OLR, white) and surface precipitation
(color) in the 3.5-km mesh simulation at 0OUTC 17 June 2008 (2 days before the
typhoon genesis) (courtesy of Dr. Hiroyuki Yamada). Simulated vertical section
of meridional wind along 9.5°N (red line in [b]) at (c) 0OOUTC 17 June and (d)
00UTC 19 June 2008. Red arrows in (c) and (d) indicate the center of the vortex.
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passive satellite observations based under the simulated
meteorological and cloud microphysical condition (Fig. 3a, 3c,
and 3d). Comparison of the simulated and observed infrared
brightness temperature indicates that in general the spatial
distribution of clouds is well simulated, especially in mid and
high latitudes, but the simulated cloud tops tend to be higher in
the tropics (or for convective clouds). A preliminary analysis
with simulated CloudSAT and CALIPSO signals suggests
that the simulated snow tends to be larger than the observation
and the cloud ice is optically too thick at the upper level. Use
of multiple satellite observation and J-simulator allows us to
improve the physical parameterizations including the cloud
microphysical parameterization comprehensively. Global
satellite observation provides valuable information not only
to the retrievals of physical quantities relevant to aerosol and
clouds but also to the validation of these simulated by numerical
models.

3. Model tuning for future cloud-resolving simulations

Some physical processes of NICAM are tuned aiming at
improving the global radiative budgets to agree with satellite
observations. Figure 4 shows an example of sensitivity in terms

Chapter 1 Earth Science

of a parameter (b kg kg™ s™), changing from 0.02-0.04. The
sensitivity test is conducted using a global 14-km mesh model
with an integration period during 1 April 2004 and 10 April
2004. This parameter means a time scale with respect to an
autoconversion process from cloud ice to cloud snow species.
(Note that these are the results explored in the final phase of this
FY, and hence do not show remarkable differences depending
on bh.) The zonal means of outgoing longwave radiation (Fig. 4a)
show that errors of global means for b=0.02, 0.03, and 0.04 (kg
kg' s?) is -1.5, 3.5, and 6.4 W m?, respectively, yielding that
the case with b=0.02 (kg kg™ s™) provides the most reasonable
result in the present analysis. The parameter does not have a
significant impact on the budget of outgoing shortwave radiation
(Fig. 4b).

Figure 5 compares global distributions of leveled cloud
amounts with satellite data. The global-mean of the high cloud
amount is comparable to the satellite observation, due to the
parameter tuning described above. The global characteristics of
mid and low cloud amounts also agree well with the observation.
For regional comparison, one can observe areas with much
larger values in the high cloud amount especially over SPCZ,
which are not appeared in the observation; presumably this

Fig. 3 Example of satellite observation simulated with J-simulator from the 3.5-km mesh NICAM simulation including Typhoon
Fengshen at 122UTC 19 June 2008. (a) simulated infrared 10.8 um, (b) observed infrared 10.8 um by MTSAT (MR, Japan;
Chiba University, CEReS) and globlally-merged IR (CPC, NOAA), (c) simulated 94 GHz radar reflectivity at altitude of 10
km focused on Typhoon Fengshen, and (d) vertical cross section of the radar reflectivity (the eye is located at 12°N) (courtesy

of Tempei Hashino).
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difference is a noteworthy point to care about behavior of
adjacent cloud systems in future NICAM experiments.

4. Aquaplanet experiments

Previous studies using NICAM with an aquaplanet setup
(Tomita et al. 2005[10]; Nasuno et al. 2007[11]), where zonally
uniform sea surface temperature (SST) was given, showed
spontaneous generation of fast propagating disturbances similar
to the super clusters (SCs) which moves at about 15 m s™ (fast
mode). Miura et al. (2007)[3], on the other hand, simulated
a Madden-Julian Oscillation (MJO)-like slow propagating
disturbance as well as SCs-like ones, which moves at 5-6 m s™
and 18 m s™, respectively, with the realistic orography and SST
distributions in NICAM.

To confirm what forced the MJO-like disturbances,

experimental studies are performed with longitudinal wave-
number one variation (with amplitude AT) added to a zonally
uniform SST distribution. Figure 6 shows longitude-time
sections of outgoing long-wave radiation (OLR) at (a) AT=0 K,
(b) AT=2.25 K, and (c) AT=4.5 K with 14-km mesh NICAM.
In Fig. 6a, the fast propagating SCs-like disturbances moving at
about 15 m s™ are obtained similarly to the previous aquaplanet
case with 3.5 km and 7 km mesh sizes (Tomita et al. 2005 [10]).
In Fig. 6b, in addition to fast propagating disturbances in the
low SST area, quasi-steady disturbances appear in the high SST
area, as a response to the Walker circulation. In Fig. 6éc, quasi-
steady disturbances become intense and slowly propagating
disturbances appear. The slow propagating ones can be thought
of as MJO-like, although their speeds vary among the cases.

The atmosphere in Fig. 6a seems to balance the destabilizing

Fig. 4 Radiative budget for zonal means of (a) outgoing longwave radiation, and (b) outgoing shortwave radiation (W m?).
The black line with circle shows the data of a satellite observation. The lines of red, green, and blue lines show the
result of cases with b=0.02, 0.03, and 0.04 (kg kg™ s™), respectively.

Fig. 5 Comparison of the observed (left) and modeled (right) cloud amounts. From top to
bottom, high, mid and low cloud amounts are shown, respectively.
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Fig. 6 Longitude-time sections of OLR at the top of atmosphere at (a) AT=0 K, (b) AT=2.25
K, and (c) AT=4.5 K with 14 km mesh. The maximum value of SST is located at the

longitude 0 degree.

factors of SST and radiative cooling and the neutralizing factor
of convection in the longitudinal direction. Then the SCs-like
convection may be called ‘free mode' in this quasi-equilibrium
atmosphere. Meanwhile, under the atmosphere where the
Walker circulation is forced, the MJO-like slow propagating
convection is called 'forced mode'.

Additional works are needed to study impacts of land and
orography as well as ocean and to confirm characteristic features
of SCs and MJO quantitatively.

5. Summary

The major aim of this research project is the evaluation
and improvement of cloud and precipitation processes in the
global cloud resolving model, NICAM. The key issues are: (1)
evaluation of the high-resolution simulation results using in-
situ and satellite observations and (2) improvement of the model
physics in perspective of accurate future climate prediction.
Basic understanding of multi-scale mechanisms ranging from
day to seasonal scales is also very important. In FY2010, the
second year of this project, we proceeded in these directions by
three kinds of simulation cases using NICAM with the physical
packages renewed in FY20009.

The simulation setup of the short-term (10-day) case study
with the highest horizontal resolution (3.5 km) is based on the
14-km mesh runs which had been executed in FY2009. The 3.5-
km mesh simulation successfully reproduced the synoptic scale
disturbances relevant to the genesis of Fengshen, as well as the
internal mesoscale processes in good agreement with in-situ
observations (PALAU2008). The simulation results also suggest
the potential impact of the high resolution on typhoon track
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forecasting. Global statistics of cloud microphysical properties
were evaluated using the satellite simulator "J-simulator" for
the 3.5-km mesh run and by comparison with ISCCP data for
the 14-km mesh sensitivity simulations of boreal spring to
summer season in 2004. The results suggest that the model
needs improvements in production and conversion process
of ice clouds, while the global distribution of clouds was
relatively well reproduced. Based on systematic investigation
in comparison with previous studies (Noda et al. 2010[12];
Yamada et al. 2010[13]) the parameter values of autoconversion
rate of cloud ice to cloud snow were tuned for long-term
simulations planned in FY2011. Aquaplanet experiments
were motivated to understand different behavior of large-scale
cloud disturbances in the previous simulations using NICAM
(Tomita et al. 2005[10]; Miura et al. 2007[3]). It was found
that large-scale slow moving convective variability analogues
to MJO emerged with zonally perturbed distribution of SST
with 4.5 K amplitude, forced by the Walker circulation. Further
investigations are continuing in FY2011.
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The SINTEX-Frontier ocean-atmosphere coupled GCM is developed under the EU-Japan collaborative framework to study the
global climate variability together with its predictability. The SINTEX-F model has been used in the real-time predictions of seasonal
to interannual climate variations. In addition, the model simulation and sensitivity experiment results are used in climate process
studies. After successfully predicting the previous 10D and El Nifio events, SINTEX-F1 has realistically predicted the La Nifia of
2010 from the middle of 2009. The model is consistent in its predictions of 10D and ENSO events to maintain its leading position
in the world. Besides the tropical Indian and Pacific Ocean conditions, the model could predict the teleconnections to many parts of
the world. For example, the model has correctly predicted higher than normal rainfall for Australia and South Africa. Both countries
suffered from severe floods during austral summer of 2010-11.

The model simulation and sensitivity experiment results were used in several studies to understand the mechanism of several
climate processes. Air-sea interactions in the tropical Indian Ocean are seen to influence the intra-seasonal variations in the tropical
Indian Ocean. Subtropical dipole modes of the Indian and Atlantic Oceans are well simulated by the SINTEX-F model. The model
results revealed close relationship between the ocean mixed-layer and the atmosphere in the initiation of the subtropical dipole
modes. The model results also revealed shift in the breeding grounds of the tropical cyclones.

Keywords: SINTEX-F, 10D, ENSO, Prediction, 2010 La Nifia event

1. INTRODUCTION used in the understanding of teleconnetion and other climate
The SINTEX-F1 coupled general circulation model (CGCM) processes in higher latitudes.
has emerged as a leading CGCM in the world for the real-time The sparse observations in space and time over most parts
predictions of seasonal to interannual climate variations. The of the world oceans limit the scope of any scientific analysis
model has successfully predicted all past ENSO and 10D events in fine-scale climate processes. The realistic simulations of the
in addition to the ENSO Modoki (Luo et al. 2010), which is SINTEX-F have helped us to overcome these limitations. A
recently identified as one of the leading modes of variability high-resolution version of the model, called as the SINTEX-F2,
in the tropical Pacific. In addition to the good predictions at is under development for resolving the fine-scale climate
long lead times, the realistic simulation results of SINTEX-F1  processes. After fine-tuning and initial validation processes, this
are helpful in understanding the processes associated with new model will be used in the process and predictability studies.
climate phenomena. Besides the predictions of seasonal climate The initial results from the preliminary version of the model
variations in the tropical regions, the model is successfully have shown promises in resolving tropical cyclone and other
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fine-scale processes.

2. CLIMATE PREDICTIONS

The real time climate forecasts for 12-24 lead months
are continuously performed and updated every month. After
successfully predicting the 2009 El Nifio event, the SINTEX-F
has predicted a strong La Nifia event in 2010. Toward the end
of summer 2009, the model initiated from August conditions
(Fig. 1), which is a several months before the peak phase of
the 2009 El Nifio event, correctly predicted the quick turn-
around of the ENSO event as was actually observed later in
early 2010. The model not only predicted the phase change but
also the intensity of the La Nifia accurately. Those predictions
were much better compared with other existing real time
forecast systems. Because of this, the 2010 La Nifia predictions
by SINTEX-F were widely reported in various newspapers
and media reports in Japan, Australia, South Africa, India
and several other Southeast Asian countries. In addition, the
forecast results are distributed to many research scientists and
operational forecast centers (e.g. IRI, APCC, CLIVAR, lIT) and
made available to general public on the JAMSTEC website.

The role of global surface temperature rise on the seasonal-
to-interannual climate predictability is investigated using
SINTEX-F coupled GCM (Luo et al. 2011). Based on the
experiment in which only observed sea surface temperature
(SST) is assimilated for coupled model initialization, it is
found that the historical rise in SST plays a key role in driving
the intensified terrestrial warming over the globe. The SST
trend, while is negligible for short-lead predictions, has shown
substantial impact on the climate predictability at long-lead
times (>1 year) particularly in the extratropics. It is also found
that the global surface air temperature and precipitation could be
predicted beyond 2 years in advance with anomaly correlation
skill of above ~0.6 with a perfect warming trend and/or a perfect
model.

Fig. 1 SINTEX-F prediction of EI Nifio transition to La Nifia condition
in 2010 from the initial conditions of August 2010. Blue line
represents observed Nifio3.4 index until the time of prediction
and red line represents the ensemble mean prediction based on
SINTEX-F1 individual predictions (black lines).
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3. PROCESS STUDIES

Model biases are investigated with an intercomparison of
SINTEX-F with CFES (CGCM for the Earth Simulator) model
under the collaboration with scientists in the Earth Simulator
Center. Interannual variability in the tropical and South
Atlantic is found to be resolved better in the CFES coupled
GCM as compared to SINTEX-F. Based on the CFES results
and observations, it was found that the local along-shore wind
anomalies play a vital role in the generation of Benguela Nifios
(Richter et al. 2010). These wind anomalies are also linked to
large-scale fluctuations of the subtropical anticyclone.

SINTEX-F model simulated results are also used in the
process studies of subtropical dipole modes of the southern
Atlantic and Indian Oceans. The EOF analysis of model SST
anomalies showed clear patterns of subtropical dipole modes
in both basins in agreement with the observed anomalies (Fig.
2). Further analyses are being conducted to understand the
physical and dynamical processes associated with the initiation
and termination mechanisms of the subtropical dipole modes
(Morioka et al. 2011; personal communications).

In another such studies the decadal variations of the

subtropical northern Pacific Ocean is investigated using the long

Fig. 2 Observed (left panels) and SINTEX-F simulated (right panels)
subtropical dipole modes of south Atlantic and Indian Oceans.

Fig. 3 Difference between yr190-250 (high Nino3 variability) and
yr270-330 (low Nino3 variability) of surface temperature
(shading) and wind from SINTEX-F simulations.



Fig. 4 Tropical cyclone simulated by a high-resolution SINTEX-F2
model with a horizontal atmospheric resolution of about 40km
and ocean resolution of about 25km.

time series data obtained from the SINTEX-F simulation results.
The model-simulated results were analyzed to understand the
variations associated with active and inactive phases of ENSO
variability on decadal time scales (Fig. 3). It is found that
the ENSO variability and its decadal-scale modulation have
important influences on the North Pacific SST. Those influences
appear to be mediated through changes in teleconnection
patterns involving the Aleutian low (Richter et al. 2011;
personal communication).

Using the SINTEX-F results other studies have investigated
the impact of air-sea interactions on the intra-seasonal
oscillations (Lin et al. 2010), shift in the tropical cyclones owing
to global warming (Li et al. 2010) and the effect of the Maritime
Continent on the boreal summer intraseasonal oscillation (Zhu
et al. 2010).

4. MODEL DEVELOPMENT

SINTX-F1 model was optimized to improve its computational
performance and usage of CPU time on ES2. The tested version
suggests a marginal improvement. However, differences in
model results are noticed when results of ES2 were compared
with that of ES1 from the same sets of experiments. Possible
causes of these errors are being investigated. Tropical cyclones
simulated by another high-resolution version of SINTEX-F
(Fig. 4) are now analyzed to recognize the air-sea interactions
associated with the genesis of those model-simulated cyclones.
In the process of development, when ocean model resolution is
increased to a quarter degree (ORCAO025), it is found that model
biases related to the equatorial Pacific cold tongue and northern
Atlantic are reduced besides better simulations of EI Nifio and
10D events. Several sensitivity experiments were also carried
out to understand the role of vertical mixing parameterization in
the behavior of the simulated cold tongue SST.
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We are developing an eddy-permitting regional atmospheric model, which can simulate turbulent motion with deep moist

convection. In order to develop a model efficiently, we adopted a model using similar dynamical and physical frameworks to those of

a global cloud-resolving model called NICAM (Nonhydrostatic ICosahedral Atmospheric Model). We are modifying the dynamically

allocated arrays, communication pattern for message passing interface, and handling of halo regions in the original NICAM. In FY

2010, we developed a shallow water equation system model and validated the modification for regional model. In addition, in order

to improve the physical models such as cloud microphysical model and turbulent closure model, we started a simulation of tropical

deep convection using a stretched grid system of NICAM for the case called the Tropical Warm Pool International Cloud Experiment

(TWP-ICE). The results indicate typical characteristics of deep clouds that develop over a boundary layer to a free atmosphere.

Keywords: LES, regional atmospheric model, deep convection, NICAM, cloud resolving model

1. Introduction
The intensive precipitation in tropics is not only a

prominent local phenomenon but also affects the planetary-

scale atmospheric circulation. The Maritime Continent is one
of well-known heavy-rainfall areas. It is now widely accepted
that most precipitation over the Maritime Continent is caused
by a convective precipitation system in synchronization with

a diurnal cycle. However, in most of GCMs, the diurnal cycle,

intensity and space distribution of deep convection is not well

simulated. Therefore, it is an important task to understand the
dynamical aspects of such deep convective systems in relation
with the diurnal cycle and local circulation.

The purpose of this project is as follows;

* to develop a eddy-permitting regional atmospheric model,
which can simulate turbulent motion with deep moist
convection, by the use of a grid resolution on the order of a
hundred meters, in order to represent explicitly the cloud-
scale processes,

* to perform several Large-Eddy Simulation (LES)s for
tropical convection using this model, and to improve the
model by comparing the results with observation and
performing some sensitivity studies, and

* to investigate the generation and maintenance mechanism
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of convective systems by the use of simulated data, which

will be arranged into a dataset for the use of improving

the cumulus parameterization schemes used in larger scale
models like GCMs.

For the eddy-permitting regional atmospheric model, we are
developing a model based on a global cloud-resolving model
called NICAM (Nonhydrostatic ICosahedral Atmospheric
Model, Satoh et al., 2008[1]). The developing process in this
year will be shown in section 3.

On the other hand, we are trying to simulate a convective
system in tropics using existing models already used on Earth
Simulator, because some of the physical schemes, such as cloud
microphysics scheme and turbulent closure scheme, can be
tested and improved in these models before we finish developing
our eddy-permitting regional atmospheric model. The results of
the experiments using a stretched grid system of NICAM will
be shown in section 2.

2. Preliminary experiment toward LES of deep
convective systems
As preliminaries of LES of deep convective systems, a part of
objectives at this research project, we conducted an experiment

for deep convective clouds using a stretched grid system of
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NICAM. The spatial resolution of the model is horizontally 2
km at a finest grid point, and vertically 100 m on average. We
used level 2 of MYNN (Nakanishi and Niino 2004[2]; Noda et
al. 2010[3]) for computation of the subgrid-scale turbulence,
and NSW6 (Tomita 2008)[4] for process of cloud microphysics,
which parameterization schemes are generally being used in
cloud-resolving simulations of NICAM.

The model setting we adopted is the case called the Tropical
Warm Pool International Cloud Experiment (TWP-ICE, May et
al. 2008[5]), a major field experiment undertaken in the Darwin,
Northern Australia, area in January and February 2006. In the
fine resolution domain, which covers approximately (500 km)?
area, the horizontal grid interval used is less than 5 km in the
stretched grid system.

Figure 1 shows the temporal evolution of a preliminary
experiment of a cloud system in a typical tropical environment.
The model simulates well typical deep clouds that develop over
a boundary layer to a free atmosphere with the simulation time
elapses. The cloud system becomes in a nearly equilibrium state
after 6 hrs, and it maintains steady thereafter.

Figure 2 compares vertical distributions of condensates
after 12 hrs. The cloud ice distributes beneath and right
below a tropopause (~20 km altitude), and the snow water,
which develops through accretion and collection processes,
distributes underneath it. The graupel evolves further below
the layer, because its fall velocity is faster due to its heaviness.
These solid water species grow further through accretion and
collection processes during fall, and eventually becomes the rain
water below 6 km altitude, a freezing level. The cloud water is
maintained even above the freezing level as mixed phase clouds.

We will undertake developing a LES model based on a
NICAM framework, and explore detailed behavior of tropical
deep convective systems in the future obtained by means of
LES.

3. New regional climate model based on a global
cloud-resolving model
We are developing a new regional climate model based on a
global cloud-resolving model, i.e. NICAM [1] that is developing
in cooperation with RIGC, JAMSTEC and AORI, University

of Tokyo. Simulation domain of the newly developed regional

model (hereafter regional NICAM) consists of one diamond

(two triangles in an icosahedron), although the original NICAM

global domain consists of ten diamonds (twenty triangles) (Fig.

3). This approach brings following advantages to developers

and users.

(i) Sharing software framework between the original NICAM
and the regional NICAM,

(ii)) Seamless nesting from the original NICAM to the regional
NICAM, (same dynamical equation system and/or physics
schemes),

(iii) Identified user land between the original NICAM and

the regional NICAM (once you learn how to perform

Fig. 1 Temporal evolution of simulated deep convective systems. From
top to bottom, horizontal means mixing ratios (mg kg™) for
cloud water, cloud ice, graupel, snow water, and rain water. The
values are averaged over a fine resolution domain, the horizontal
resolution of which is higher than approximately 5 km.

Fig. 2 Vertical distribution of simulated condensates. From left to right, horizontal means of mixing ratios (10 mg

kg'l) for cloud water, cloud ice, graupel, snow water, and rain water. The values are averaged over a fine

resolution domain, the horizontal resolution of which is higher than approximately 5 km.
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simulation, you can perform both global and regional
simulations),

(iv) Sharing well-vectorized and/or parallelized source code
with the original NICAM.

The original NICAM has an alternative option to simulate
regional domain. The option is a stretching grid system, which
can concentrate grid mesh onto an interested area (Tomita, 2008
[6]). The regional NICAM can perform simulations much more
efficiently than the NICAM using the stretched grid system.

In developing the regional NICAM, framework of the
original NICAM modified such as dynamically allocated arrays,
communication pattern for message passing interface, and
handling of halo regions. For validating the modification, we
used a shallow water equation system model (hereafter SWM)
(Tomita et al. 2001 [7]) that has same framework with original
NICAM. The results of test bed simulations proposed by Jakob
et al. (1993) [8] have complete agreement between newly

implemented regional SWM and original global SWM (Fig. 4).
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Fig. 3 Conceptual figure of regional NICAM and global NICAM.
Blue line shows domain of global NICAM, red line shows
domain of regional NICAM.

Fig. 4 Result of test bed simulation based on Jakob et al. (1993).
Color shade shows geopotential height simulated by original SWM (left) and regional SWM (right).
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Sanriku, Kiruna, and Showa-station. The averaged value of the isotopomers fraction in the model was close to that from the emissions

from the anthropogenic emissions, especially cultivated soil.
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1. Introduction

Nitrous oxide (N,O) in the troposphere is an important
greenhouse gas anthropogenically enhanced since
industrialization starting in the 19th century, accounting
for about 5% of radiative forcing in the troposphere except
water vapor (Forster et al., 2007). N,O is also regarded as the
most influential ozone depleting substance (ODS) being an
exclusive source of nitrogen oxide (NO) in the stratosphere
in this century (Ravishankara et al., 2009). However, it is
difficult to immediately reduce N,O emission because the main
source of anthropogenic N,O is agricultural activities (e.g.
fertilization) to feed increasing population on the globe and
the atmospheric lifetime of N,O is more than a hundred years
(114 years) (Forster et al., 2007). Quantitative details of N,O
emission from various natural and anthropogenic sources are
still quite uncertain on regional to global scales despite much
effort of the bottom-up and top-down estimations in the past.
N,O also has five different isotopologues with the mass of 44,
45, 46, 47 and 48, and some isotopomers in each isotopologues.
The isotopomers are very useful to know origin of the N,O,
because individual isotopomers show different behaviors in
biogeochemical processes, due to differences of the mass and
of the molecular location. *N*N*0, *N*N*0, *N*N*°0 , and
“N"N"0 account more than 99.9% of all N,O species. There
are many observation studies for them, but only a few global
modeling studies to understand the observed results. In this
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study, we simulated these four isotopomers as different tracers
for understanding N,O behaviours in both the stratosphere and
the troposphere, using an atmospheric general circulation model
driven chemistry transport model.

2. Model description

We have developed an atmospheric chemical transport
model (ACTM) based on the CCSR/NIES/FRCGC atmospheric
general circulation model (AGCM) to simulate atmospheric
N,O concentration and its isotopes. A detailed and consistent
meteorology as represented by the grid- and subgrid-scale
processes, surface processes (e.g. PBL height and mixing),
above-PBL dynamics (e.g. convection) were generated by the
AGCM. The meteorological field in the AGCM was assimilated
with the European Center for Medium-range Weather
Forecasts (ECMWF) 40 year reanalysis and National Centers
for Environmental Prediction (NCEP) version 2 reanalysis
data via nudging for the comparison of temporal variations of
N,O and its isotopologues with ground-based and air-bourne
observations. We use T42 truncation in the horizontal and 67
vertical sigma-pressure layers up to 90 km for the present study.
Feedbacks between dynamics-radiation-chemistry are taken into
account in the model. For example, the photolysis rate of N,O
is estimated by using the shortwave radiative flux calculated
in the radiation scheme of the model, and the radiation flux
is calculated with cloud distribution and temperature in each
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model time step (typically 20 minutes).

N,O (*N*N™0) inventory consists of three components of
anthropogenic (Emission Database for Global Atmospheric
Research (EDGAR) version 3.2 Fast Track 2000, annual mean),
ocean (Global Emission Inventory Activity (GEIA), monthly
mean) and soil (EDGAR version 2.0, annual mean) emissions.
Inventories for isotopomers were estimated by applying isotopic
values of anthropogenic and natural sources by Réckmann et
al. (2003) and Ishijima et al. (2007). Fractionation coefficients
in photolysis were incorporated, using experimental results by
Kaiser et al. (2002, 2003) and von Hessberg et al. (2004). For
fractionation in oxidation, coefficient values by Kaiser et al.
(2002) were implemented. Dependencies on wavelength and
temperature were considered for all isotopic fractionations.
Parameterization lines for fractionation constants, which
were originally calculated following to von Hessberg et al.
(2004) with a factor of 1.2 for the better representations of
observational variations within the range of uncertainty of the
fractionation parameterisation.

3. Result and discussion

We have prepared two emission scenarios and two initial
values for each isotopomers: each isotopomer has four
historical cases in a model run to cover ranges of observed
N,O concentration and isotopomer ratios at the Neumayer
station. Isotopomer ratios of *N™N'0, *N"“N*0, “N"“N*0
are denoted by 8"°N" §"*N“™" and §'°0 in permil unit (%o),
respectively. Here, 3=(R/R gerence=1) X 10° (R=[N,01/[N,0] anciara)-
For the estimation of source of emissions, following denotations
are also used; 8°NPK=(§NE"451emiNy 5 and SP=§""N"""_

615Nterminal.

Vertical profiles of observed and modeled concentration
of N,O and ratio of isotopomers at three stations (Sanriku,
Kiruna, and Showa) are shown in Fig. 1. General features
of N,O concentration (e.g. vertical gradient) observed using
balloon are well captured by the model, but fine structures
are not well simulated. For example, the model cannot
reproduce steep decrease of N,O concentration at around the
height of 20km at Sanriku, which was corresponding with the
eventual intrusion of upper stratospheric air. The difference of
meteorological field (NCEP2 and ERA40) does not strongly
affect the vertical profiles of N,O concentration. Model also
roughly reproduces observed isotopomer ratios. Rayleigh plots
show that N,O isotopic fractionations caused by stratospheric
chemical reactions are well simulated, although the fractionation
of 3"°N™™"! seem to be underestimated in almost cases.
Model significantly underestimates the concentration and the
fractionation over Kiruna, indicating the air-age is younger than
real in the polar vortex in boreal winter, which is not realistically
reproduced by this model.

5"°N®“* and SP estimated in this study is shown in Fig. 2,
with the observed values from various sources (Toyoda et
al., 2004). It seems that §°N®"* and SP for global total N,O
sources estimated in this study are reasonably in the range of
measured values for land sources (temperate soil and cultivated
soil). It is possible that model overestimate isotopomer ratios
in the global total sources, because model tends to overestimate
heavier isotopomers losses in the stratosphere, which causes
underestimation in isotopomer ratios.

Fig. 1 Comparison of N,O concentration, 5*N*™"™, §*N“"" and 5'°0, and Rayleigh plots of the isotopomers between balloon
observations over Sanriku (39N, 142E, Japan), Kiruna (68N, 20E, Sweden) and Syowa (69S, 40E, Antarctica), and the model
results. NC2, ERA and NC2s represent simulation assimilated with NCEP2, ERA-40 and NCEP2+ fractionation multiplied by 1.2,

respectively.
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Fig. 2 5"°N®" and SP for global total N,O sources estimated
in this study (blue and red squares). The measurement
value ranges for various sources (Toyoda et al. 2004)
are also shown for comparison.

4. Summary

An online chemical transport model that can estimate the
global distributions of N,O isotopomers in the stratosphere and
the troposphere has been developed. Fractionation of isotopes
during the photolysis and chemical reactions was estimated by
using the temperature and radiative flux estimated in the model.
To estimate the global distribution of N,O and its isotopomers,
20-years calculations have been executed. The isotopomers
fractions in the emissions were estimated by assuming the
isotopic fractions in various sources. The model well reproduced
the vertical gradient of N,O concentration and the isotopomers
fractions observed at Sanriku, Kiruna, and Showa-station.
The averaged value of the isotopomers fraction in the model
was close to that from the emissions from the anthropogenic
emissions, especially cultivated soil.
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from models or data alone.
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1. Introduction

Data assimilation approaches have recently focused on the
derivation of an optimal synthesis of observational data and
model results for better descriptions of the ocean state [1]. The
synthesis efforts so far have mainly directed the attention to the
upper ocean since observations of changes in the properties of
ocean waters have been restricted to surface or intermediate-
depth waters.

Based on high quality observational survey, recent studies
have found the sobering fact that the deepest waters of the major
ocean have warmed significantly during the recent decades [2].
This bottom-water warming is of particular interest as they can
constrain estimates of the variability of abyssal circulation. The
latter have implications for large-scale thermohaline transport
and thus for the global 3-dimensional heat budget that is
presently of vital concern in conjunction with climate warming.

In this study, we will take the deepest waters into
consideration through data assimilation procedure in order to
more precisely assess various climate variabilities.

2. Model

The used OGCM is based on version 3 of the GFDL Modular
Ocean Model (MOM) [3] with major physical parameter values
determined through a variational optimization procedure [4].
The horizontal resolution is 1° in both latitude and longitude,
and there are 46 vertical levels for the global ocean basin.
The adjoint code of the OGCM was obtained using the
Transformation of Algorithms in Fortran (TAF).
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Our system has been executed on the Earth Simulator 2
to obtain a comprehensive 4-dimensional dataset [5]. The
assimilated elements are historical hydrographic data of
temperature and salinity from the ENSEMBLES (EN3) dataset
which was quality-controlled using a comprehensive set of
objective checks developed at the Hadley Centre of the UK
Meteorological Office [6]. In addition of EN3 dataset, recent
data obtained/compiled in JAMSTEC (independent MIRAI RV
profiles and a climatology of subsurface 2-dimensional velocity
estimated from Argo floats [7]) are simultaneously incorporated.
NOAA Optimum Interpolation SST (NOAA_OI SST V2)
values, and sea-surface dynamic-height anomaly data derived
from the high-precision multi-satellite altimetry products
produced by Ssalto/Duacs are also assimilated.

3. Ocean State Estimate

The assimilation is based on a 4D-VAR adjoint approach
which can precisely determine the time-trajectory of the
ocean states, and thus can provide analysis fields in superb
quality through 4-dimensional dynamical interpolation of
in-situ observations for water temperature, salinity and sea
surface height anomaly, as obtained from various instrumental
sources. The analysis fields successfully capture the realistic
time trajectory of ocean properties and observed patterns of
ocean circulation and surface air-sea heat fluxes. For example,
Fig. 1 shows estimated steric height distribution in an EI Nifio
year. Significant sea level rises appear in the eastern equatorial

Pacific and central Indian Ocean in conjunction with interannual
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changes in oceanic heat storage. Recent-day sea level change
is of considerable interest because of its potential impact on
human populations living.

4. Applications to Climate Research

By using this ocean state estimation, the bottom-water
warming is assessed. The bottom water warming in the North
Pacific is successfully reproduced in our reanalysis field (Fig.
2), which can lead to better understanding of the warming trend
of the global ocean. Detailed analysis on the basis of model
formalism uncovered a new finding that temporal change in the
horizontal advection mainly causes variations of the local time
change, implying that the changes in the abyssal circulation
constrain the bottom-water warming [5].
5. Concluding Remarks

By using a 4-dimensional variational adjoint method, we

have obtained an oceanic reanalysis dataset for 1957-2006. The

reconstructed field, which has dynamical consistency, reflects
most of the familiar gross features of past studies. Hence,
our product is useful for understanding long-term oceanic
variabilities. The dynamical analysis on the bottom-water
warming led to new findings of its mechanism. Our variational
data assimilation approaches, in turn, can possibly help construct
an optimal observing system.

Acknowledgement
We thanks J. P. Matthews and Y. Ishikawa for helpful

discussion.

References

[1] Stammer, D., C. Wunsch, I. Fukumori, and J. Marshall,
State Estimation in Modern Oceanographic Research, EOS,
Transactions, American Geophysical Union, Vol. 83, Nr.
27, p. 289, 294-295, 2002.

Fig. 1 Distribution of steric sea level change for Jan 1998 (EI Nifio year) estimated from

4-dimensional synthesis dataset.

Fig. 2 Bottom water warming in the Pacific Ocean below 4000m-depth; (a) observed heat content trend and (b) estimated

temperature trend.

64



(3]

(4]

(5]

Fukasawa, M., H. Freeland, R. Perkin, T. Watanabe, H.
Uchida, and A. Nishina, Bottom water warming in the
North Pacific Ocean, Nature, 427, 825-827, 2004.
Pacanowski, R. C. and S. M. Griffies, The MOM 3 manual,
report, 680 pp., Geophys. Fluid Dyn. Lab., Princeton, N. J,
1999.

Menemenlis, D., |. Fukumori, and T. Lee, Using Green's
functions to calibrate an ocean general circulation model,
Mon. Wea. Rev., 133, 1224-1240, 2005.

Masuda, S., T. Awaji, N. Sugiura, J. P. Matthews, T.
Toyoda, Y. Kawai, T. Doi, S. Kouketsu, H. Igarashi, K.
Katsumata, H. Uchida, T. Kawano, and M. Fukasawa,

65

(6]

(7]

Chapter 1 Earth Science

Simulated Rapid Warming of Abyssal North Pacific Waters,
Science, 329, 319-322, DOI:10.1126/science.1188703,
2010.

Ingleby, B. and M. Huddleston, Quality control of ocean
temperature and salinity profiles - historical and real-
time data, Journal of Marine Systems, 65, 158-175, DOLI:
10.1016/j.jmarsys.2005.11.019, 2007.

Katsumata, K. and H. Yoshinari, Uncertainties in Global
Mapping of Argo Drift Data at the Parking Level, Journal
of Oceanography, Vol. 66 (No. 4), 553-569, 2010.



Annual Report of the Earth Simulator Center April 2010 - March 2011

VIR ICZE 5 i 7 — 7 WAL ¥ A 7 & % B 72 i Brss v 3L 5

Tuvz s VEMLH

HH W ZE B ZE R MO ERER 4L Bl 5 I8

e

WHOFE, B BT, M #HEY AW BAY, EAKRH T, A EEAE
*1 EERTZEBAFERRAE M ERERIE 2 B W

*2 RERTFRPHFEARME  HUERIS IR R v & —

MR f R 7 & D4 S N D RN T — & ORFZEHIAY 2 A BRI BRI O KR E BN e E i B 5 2 T
SFICETHDLEEF ALV [BEEBHL % X ) ERISNTT 2 72012137 — & WALEAN 2 w72 1 F e Al Th
%o ARWFZETIRMRITE S EMERLY AT 2% VT, EREREERERB T — 5 25K L7z, TOF—F 1y b
WV, EEARBE % KB T OWERBEA O N PRI ) A, TORX DA 80—t x 6212 L7z,

F—17— N, 7— 7 ML, ZEL S, 4D-VAR

66



Chapter 1 Earth Science

Realistic High-Frequency Global Barotropic Ocean
Modeling Driven by Synoptic Atmospheric Disturbances

Project Representative

Ryota Hino Research Center for Prediction of Earthquakes and Volcanic Eruptions, Graduate School of
Science, Tohoku University

Authors
Daisuke Inazu™, Ryota Hino™" and Hiromi Fujimoto™

*1 Research Center for Prediction of Earthquakes and Volcanic Eruptions, Graduate School of Science, Tohoku University

In this project we develop realistic global barotropic ocean modeling for the high-frequency (O(day™)) ocean variation induced
by synoptic atmospheric disturbances. A number of numerical experiments reveal that the model results strongly depend on the
horizontal resolution of the modeling. The model accuracy is validated by global in-situ 144 OBP (ocean bottom pressure) data, and
is shown to be highest when the model resolution is 1/12°. The model skill yields a correlation coefficient of 0.55 to the observation
on global average at the period longer than 2 days. However, finer resolution models show lower model skills with smaller OBP
amplitude than the observation. This deficiency is probably caused by inadequacy of barotropic assumption in the modeling. The
barotropic model would not represent energy distribution processes due to baroclinic instability that should be effective at spatial
scales less than tens of kilometers.

Keywords: global barotropic ocean model, synoptic atmospheric disturbances, ocean bottom pressure, horizontal resolution

1. Introduction 7=p,CaWIWI ®)

Ocean modeling at various frequency ranges has been where v and # are horizontal velocity and sea level anomaly,
explored over the long term. Global ocean tide models have respectively. H is water column height which is equal to the
been developed and utilized for various geophysical purposes sea level anomaly plus depth. Surface air pressure and wind
[1-3]. Developments of ocean models for seasonal and longer stress vector are denoted by P and t, respectively. f, g, and
time scale variations have been increasingly conducted for  p are Coriolis parameter, gravity acceleration, and seawater
studying global climate changes [4, 5]. Ocean variations at density, respectively. Friction terms are parameterized by two
intermediate periods from days to tens of days due to synoptic coefficients: y, for quadratic bottom drag, A, for horizontal
atmospheric disturbances can be modeled by barotropic ocean eddy viscosity. Wind stress on sea surface is converted from
models [6, 7]. Accuracy of the modeling seems insufficient to quadratic wind speed (W) through bulk coefficient (C,). p, is
correcting oceanic components from geodetic measurement air density. The partial differential equations are discretized
data. In the present study, we address to increase realism of the by a second-order finite-difference scheme on the staggered
modeling of the high-frequency, synoptic-disturbance-induced Arakawa-C grid system using a control volume formalism,
ocean variations for detecting vertical crustal deformation of ~ with a potential energy and enstrophy-conserving scheme [12].
centimeters at the frequency from OBP (ocean bottom pressure) Time integration is accomplished using a second-order leapfrog
observations [8, 9]. scheme associated with the Asselin filter [13] to suppress high-

frequency numerical noises.

2. Model description Global ocean modeling is carried out in the present study

A non-linear, single-layer shallow-water model in a spherical for general versatilities of the modeling. An easy coordinate
coordinate [10, 11] is used to simulate vertically-integrated transformation performed by Yoshida and Hirose [14] is applied

velocity and sea level. Governing equations are as follows: retaining the latitude/longitude coordinate so as to calculate the
ov ; P T viv]| A ) global ocean including Arctic Ocean (Fig. 1). Singular poles
—+(v.V)v+fxv=V|-gn+—|+— -y —+ Vv . . .

ot V) S, ) o R WV (W e both located on lands (China/Argentine) in the transformed

N coordinate. The difference equations keep unchanged by the
717 + V~(VH) =0 2 coordinate transformation, which is a merit of this method.
The modeled ocean is driven by global 6-hourly atmospheric
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Fig. 1 Transformed latitude/longitude coordinate. Contour intervals are 10 degrees.

reanalysis data: surface air pressure (P) and wind vector (W).
Bathymetry and coastlines are given by global bathymetric data.

3. Numerical experiments
The parameters below are variable in the modeling, and
tuned for realistic modeling.
a) Implicit parameter: horizontal resolution.
b) Explicit parameters: atmospheric reanalysis data (P and W),
bathymetric data, C, y,, and A,..

a) Horizontal resolution: Numerical simulations with horizontal
resolutions of 1/2°, 1/4°, 1/6°, 1/10°, 1/12°, 1/15°, 1/20°, and
1/30° are carried out, respectively.

b-1) Atmospheric reanalysis data: Atmospheric forcing is

given by ERA-Interim [15], JRA-25 [16], NCEP [17], and

NCEP2 [18], respectively.

Bathymetry: Bathymetry and coastlines are given by

GEBCO_08 [19] or ETOPOL1 [20].

C,: Several formulations are provided by Powell et al. [21],

Donelan et al. [22], and Black et al. [23].

75 A uniform formulation over the model domain is

b-2)
b-3)

b-4)
adopted.

(€Y —— (b)

0 240 270 300 330 % El 120 1

—— (©
0w

b-5) Ay: An isotropic formulation (uniform over the model
domain) is adopted.

Sensitivities of the model results to above the boundary
conditions and the parameters are examined.

4. Model dependence on horizontal resolution

Simulated variabilities are found to strongly depend on the
horizontal resolution. The OBP variabilities become smaller
in most regions when finer resolution modeling is conducted
although there are exceptions in coastal and marginal seas (Fig.
2). This result is probably caused by dependence of frictional
energy dissipation on the horizontal resolution. It is expected
that the dissipation of the kinetic energy due to bottom friction
is small for smoothed bathymetry in coarse resolutions, but is
large for steep bathymetry in fine resolutions, as pointed by
Hirose et al. [6].

5. Model validation using global in-situ OBP data
Accuracy of the modeling is validated by in-situ OBP data
over global ocean. The number of the data is 144. The model

skill is evaluated by correlation coefficient between the observed
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Fig. 2 Standard deviation of the simulated OBP. The results are shown when the horizontal resolution is (a) 1/6°, (b) 1/12°, and (c)

1/30°.
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Fig. 3 Mean correlation coefficients between the observed and the
simulated OBP as a function of the horizontal resolution.

and the simulated OBP on global average. The correlation
coefficient is calculated from the time series at the period longer
than 2 days. Figure 3 shows dependence of the model skill on
the horizontal resolution. The model skill is highest when the
horizontal resolution is 1/12°, but worsens in either case of
finer or coarser resolution. The modification of the horizontal
resolution yields the model skill changes of the correlation
coefficient of the order of 0.1. Simulated OBP amplitudes in the
cases of horizontal resolutions finer than 1/12° are smaller than
the observed OBP amplitude. Other parameter changes yield the
correlation coefficient changes only of the order of 0.01. In the
next section, the model skill of the 1/12° model is demonstrated.
In section 7, we will discuss on the poor model skills in the

cases of the model resolutions finer than 1/12°.

6. Result of the 1/12° model
The result of the 1/12° model is shown here comparing to
the observation. The parameters used for the 1/12° model is

listed in Table 1. Figure 4 shows the correlation coefficients at
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Tablel  Parameters used for the 1/12° model.
Horizontal resolution 1/12°

Atmospheric reanalysis data ERA-Interim (1°)
Bathymetric data GEBCO_08
Cq Powell et al. (2003)
b 0.003
A, ? m%/sec
g 9.81 m/sec’
p 1035 kg/ m?
Pa 1.220 kg/m®

the individual OBP sites. The model skill shows relatively high
with correlation coefficients greater than about 0.6 over global
ocean except at the Kuroshio and/or Gulf Stream extension
regions where eddy activities are highly energetic. The OBP
data show that the OBP variabilities at periods longer than a
month are very large (standard deviation of about 5 hPa) at
the extension regions of the western boundary currents [24,
25]. Such low-frequency variabilities are not well simulated
by barotropic models. However, higher-frequency variations
are well modeled even at the extension regions; the correlation
coefficients greater than 0.6 are obtained at the period of 2-20
days, which are as accurate as those obtained at the other
regions (Fig. 4(b)). Residual time series between the observed
and the simulated OBP vyield standard deviation reduction of 18
% with a correlation coefficient of 0.55 on the global average
compared to standard deviation of the observed OBP. Examples
at a region off Miyagi Prefecture (9 sites) are shown in Fig. 5.
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Fig. 4 Skill of the 1/12° model expressed by the correlation coefficient between the observed and the simulated OBP. The red and

yellow circles are the correlation coefficients at periods of longer than 2 days and of 2-20 days, respectively.
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Fig. 5 Comparisons of the observed (red) and the simulated (blue) OBP time
series off Miyagi Prefecture (an open ellipse in Fig. 4(b)). Numbers show
standard deviations of the observation (red), of the simulation (blue), of

the residual between them (green), and the correlation coefficients between
them (black). Changes of 1 hPa in OBP are mostly equivalent to 1-cm

changes in sea level/seafloor.

The residual time series show standard deviations less than 2
hPa. The 1/12° model shows good skill and will be useful for
detection of vertical crustal deformation of a few centimeters
from OBP time series at the region.

7. Poor model skills in finer resolution models

We discuss that the horizontal resolutions finer than 1/12°
yield the low model skills. The modeled ocean in the present
study is forced by atmospheric pressure and wind. The
variability is mostly driven by the wind. First, actual wind-
driven energetics of the ocean is briefly reviewed. Subsequently,
we consider that the wind-driven barotropic ocean model fails in
the finer resolution modeling smaller than about ten kilometers.

Wind energy input on sea surface is distributed to barotropic
and baroclinic modes through various energy dissipation and
conversion processes, and the real wind-driven ocean energy
field results [26]. The barotropic and the baroclinic modes are
roughly divided at periods of tens of days and at wavelengths
of tens of kilometers. The barotropic energy is distributed to the
baroclinic mode mainly due to baroclinic instability at spatio-
temporal scales shorter than tens of kilometers and longer than
tens of days. It has been reported that OGCMs (ocean general
circulation models) with the horizontal resolutions finer than
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about 10 km can yield stronger and more realistic eddy kinetic
energy fields [27].

In the barotropic models, all the wind energy is input to
the barotropic mode. We have noted that energy dissipation
due to bottom friction is small over the smoothed topography
in the coarse resolution models, and is large over the steep
topography in the fine resolution models (Fig. 2). Comparing
the simulations with the in-situ OBP data revealed that the 1/12°
model is most realistic and the finer resolution models show low
model skills and smaller OBP amplitudes than the observation.
The resolution of 1/12° could resolve spatial scales of tens
of kilometers. The finer resolutions resolve the spatial scales
smaller than tens of kilometers where the energy distribution
due to baroclinic instability should be effective. In the finer
resolution barotropic models, the barotropic energy remains in
water column, and is expected to be strongly, unrealistically
dissipated due to bottom friction. This is probably a reason for
the low model skills in the finer resolution models.

OGCMs which could represent realistic energy dissipation
and conversion processes would be necessary if further accurate
modeling is achieved in the horizontal resolutions less than ten
kilometers. Atmospheric forcing and bathymetry, the boundary
conditions, must be accurate as well, especially for the high-



frequency ocean modeling [27].

8. Summary

We have reported a development of global barotropic
ocean modeling for the high-frequency (O(days™)) ocean
variation induced by synoptic atmospheric disturbances. A
number of numerical experiments were carried out tuning
various parameters and boundary conditions. The model results
depend strongly on the model resolution. The model accuracy
was validated by global in-situ OBP data. The 1/12° model is
found to be most realistic and can reduce standard deviation of
the observed OBP variabilities by 18% on the global average
at the periods longer than 2 days. This result suggests that
the developed model will contribute to improving detection
capability of vertical crustal deformation of centimeters using
OBP observations at tectonically-active regions [8, 9].

The finer resolution models, on the other hand, are less
realistic. The reason is probably that the barotropic model could
not represent energy distribution processes due to baroclinic
instability which should be effective in spatial resolution less
than tens of kilometers. Investigations using OGCMs with
spatial resolutions finer than ten kilometers will be expected
comparing to observations that can measure the high-frequency
phenomena.
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We conduct waveform inversion to obtain detailed whole mantle seismic velocity model using the direct solution method. The

results show that there are strong low-velocity anomalies horizontally long and narrow in the vicinity of the core-mantle boundary

below the western Pacific region. We also pursue accurate numerical techniques to obtain theoretical seismic waves for realistic three
dimensional (3-D) Earth models using Spectral-Element Method. We calculate synthetic seismic waveform for 2010 Chile earthquake
(Mw8.7) using fully 3-D Earth model. Our results indicate that the earthquake rupture model we have used for this simulation is

fairly accurate to grasp the rupture propagation along the earthquake fault.
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1. Waveform tomography for the whole mantle

Waveform tomography for the whole mantle SH velocity
structures is conducted using approximately 3.5 times the data
used for obtaining the previous model, SH18CE (Takeuchi,
2007[1]). The resultant new model, SH18CEX, shows a cluster
of ridge-like low-velocity anomalies in the western part of the
Pacific Large Low-Shear-Velocity Province (LLSVP) (Fig. 1).
The detailed features in the western Pacific region (Fig. la, top)
indicate that the strong low-velocity anomalies are horizontally
long and narrow in the vicinity of the core-mantle boundary
(CMB). These ridge-like anomalies surround the relatively
high-velocity region (represented by the green dot in Fig. 1a),
suggesting that the observed strong low-velocity anomalies are
associated with the return flow of the downwelling at the center.
These features were not well observed in SHI8CE (Fig. 1a,
bottom) or other representative models (see Fig. 11 of Ritsema
et al., 2011 [2]). The most prominent anomalies (intersected
by the line A-A'in Fig. la) extend to the shallower region.
The vertical cross sections (Fig. 1b) show that the extent of the
anomalies is wide in the NW-SE direction, narrow in the NE-
SW direction, and high upwards. These features are similar to
those observed in the African LLSVP (e.g., Ni and Helmberger,
2003 [3]; Wang and Wen, 2007 [4]).

The obtained low-velocity structures have good correlations
to the D" topography observed by Takeuchi and Obara (2010)
[5] who analyzed ScS-SdS times for the Fiji-Tonga events. The
sampling region is across the ridge-like structure (Fig. 2a). The
ScS-S residuals observed by Takeuchi and Obara (2010) [5]
were indeed large at the center of the ridge-like structure and
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linearly decreased as the distance from the center increases (Fig.
2b, left). The D" discontinuity was deep at the center, became
slightly shallower at the side, and abruptly became very shallow
beyond the side of the ridge-like structure (Fig. 2b, right). The
abrupt jump in the discontinuity suggests that the ridge-like
structure is probably associated with a chemically distinct pile
(Fig. 2¢), suggesting that the LLSVP is associated with a cluster
of chemically distinct ridge-like-piles rather than a single large
pile spreading over the entire region.

2. Source process of 2010 Chilean earthquake inferred

from waveform modeling

We have calculated synthetic seismograms for February 27,
2010 Chilean earthquake using the fault rupture model obtained
by teleseismic P waveform and the Spectral-Element Method
on the Earth Simulator. Fault rupture model was obtained by the
same procedure described in Nakamura et al (2010) [6] using 14
teleseismic stations of IRIS GSN. The result of the analysis is
shown in the following web site.
(http://www . jamstec.go.jp/jamstec-j/maritec/donet/chile1002/
index.html)
The fault parameters we obtained are: seismic moment;
1.6x10**22 Nm (Mws8.7), the fault dimension ; 140 km x 510
km, depth; 35 km, duration of rupture; 100 s, and maximum
slip; 15.0 m. Using this rupture model, we calculate synthetic
seismograms for realistic Earth model using the Spectral-
Element method (Komatitsch and Tromp, 2002 [7]) and the
Earth Simulator. We used SPECFEM3D for SEM computation
and P-wave velocity 3D mantle model of GAP-P2 (Obayashi
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et al., 2006 [8]) and P and S-wave velocity 3D mantle model
S20RTS and P12 (Ritsema et al., 1999 [9]). Simulation was
done with 91nodes (726CPU) of the Earth Simulator with the
accuracy of about 5 sec. We show comparisons of vertical
ground velocity with the observation for IRIS GSN stations,
HRV, SNZO and SUR with tomographic P-wave velocity
model in Fig. 3. Synthetic P-waveform reproduces the
observed waveform fairly well, which suggests that the rupture
model is correct. The misfits of the synthetics may reflect the
incompleteness of the mantle model but the differences between
models are not significant.

Recently, Butler and Tsuboi (2010) [10] have reported that

those waveforms recorded at the antipodes show anomalous
phases which cannot be explained by PKIIP or PKP-Cdiff,
especially at Algeria station for Tonga earthquake. They
also reported that the antipodal station in China for Chilean
earthquake does not show those anomalous arrivals. For 2010
Chilean earthquake, since station XAN in China locates at
epicentral distance 177 degree, we have compared synthetic
seismogram with observation for station XAN and shown in
Fig. 4. The observed record can be reproduced by synthetics
with spherically symmetric core structure and confirmed the
observation of Butler and Tsuboi (2010) [10].

Fig. 1 (a) Comparison between the model obtained in this study, SHISCEX (upper figures), and the previous model, SHI8CE (lower figures), in the

western Pacific region. The lines A-A' and B-B' denote the location of the vertical sections shown in (b). The green dot denotes the relatively
high-velocity region discussed in the text. (b) The vertical cross sections of the model SH18CEX at the locations indicated by the lines in (a).
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Fig. 2 (a) The model SHISCEX at the CMB overplotted by the ScS-S residuals previously reported by Takeuchi and Obara (2010). (b) The ScS-S
residuals shown in (a), plotted as a function of the azimuth. The azimuth is measured from the centroid of the events analyzed by Takeuchi
and Obara (2010) [5] (left). The height of the D" discontinuity as a function of the azimuth reported by Takeuchi and Obara (2010) [5].
(c) The schematic picture of the structures of the region studied by Takeuchi and Obara (2010) [5]. The red part denotes the chemically
distinct region and the solid black lines denote the D" discontinuity.
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Thermal convection in the mantle and the outer core is the origins of various Earth's activities and essentially important in the
Earth's evolution. We investigated styles of convection in the mantle by using a three-dimensional spherical-shell code that includes
effects of phase transitions, temperature-dependent viscosity with plastic yielding near the surface, and viscosity variations in the
mantle. We find that, these effects spontaneously reproduce plate-like behaviors and slab stagnation around the transition zone,
with appropriate value of viscosity increase in the lower mantle. In the core convection, one of the most important properties is the
extremely low viscosity of the fluid. Our high-resolution model for geodynamo successfully simulated torsional oscillations, and we
analyzed their details by comparing with theories and observed short-term geomagnetic field variations. On the other hand, we apply
a high-order compact difference scheme to treat such thin boundary layers with smaller computational recourses. As a result, faster
convergence is achieved and we confirmed the validity of the scheme. In addition, study of turbulence in liquid metal convection is
within our scope. Our numerical code on thermal convection with the material properties of a liquid metal can reproduce the character
of motion observed by laboratory experiments.

Keywords: mantle convection, slab stagnation, core convection, geodynamo, geomagnetic secular variation, convection of low

Prandtl number fluid

1. Introduction of numerical simulations with laboratory experiments.

Our group is composed of two subgroups, aiming for
comprehensive understanding of the dynamics of the Earth's 2. Simulations of mantle convection
mantle and core as a combined solid-Earth system. The mantle The Earth's mantle is composed of solid rocks but it flows
convection group focuses on dynamical behaviors of the like a viscous fluid in a geologic time scale. This convective
Earth's mantle and simulates infinite-Prandtl-number thermal flow of the mantle is emerging as the motion of tectonic
convection. Particular attention has been paid on integrating plates on the Earth's surface. The motion of surface plates
realistic mantle properties (e.g., variable viscosity, phase causes earthquake, volcanism and mountain building at the
transition, plate behaviors) into the model and reproducing the plate margins. As the mantle flow transports the heat from the
images obtained from seismic tomography. The geodynamo hot interior, the whole of the Earth has been cooling through
group simulates thermal convection of the fluid outer core its history. It also controls the boundary conditions of the
and a resultant generation process of the geomagnetic field. In outer core. Hence, mantle convection is the key process for
order to reach the core conditions, we have made attempts to understanding the activity and evolution of our planet. Seismic
reduce viscous effects in the dynamo model by decreasing the tomography reveals the natural mode of convection in the Earth
Ekman number (E = v/2Qr,’; v: kinematic viscosity, Q: Earth's is whole mantle with subducted plates (slabs) clearly seen as
angular velocity, r,: core radius), the Prandtl number (Pr = v/k ; continuous features into the lower mantle. The Earth's mantle is
k: thermal diffusivity), and the magnetic Prandtl number (Pm = characterized by the coexisting state of slabs stagnating around
v/ ; 11: magnetic diffusivity). We are also studying the nature of  the transition zone and falling into the lower mantle [1].
turbulence in liquid metal convection by comparing the results We simulated fully dynamical and self-consistent thermal
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convection in high-resolution 3-D spherical shell models which
range up to Earth-like conditions in Rayleigh number, and
succeeded in spontaneous generation of plate-like behavior
with slab stagnation [2]. We examined the influence of three
factors: phase transitions, temperature dependent viscosity with
plastic yielding at shallow depth, and viscosity increase in the
lower mantle, and clarified the condition for generating stagnant
slabs. The temperature dependent viscosity with plastic yielding
spontaneously produces plate-like behavior with very localized
convergence zones at the surface. This plate-like structure can
stagnate in the transition zone with the combination of 660 km
phase transition and viscosity increase in the lower mantle.
The model including these three factors with adequate values
generates the coexisting state of stagnant and penetrating slabs
around the transition zone, which are characteristics of mantle

convection revealed by seismic tomography (Fig. 1). The key
mechanism to generate stagnant slabs is the partly decoupled
state of the upper and lower mantle flow due to the phase
transition. Behaviors of subducted plates are sensitive to the
viscosity increase in the lower mantle. We examined several
cases by varying the reference viscosity structure through the
mantle (Fig. 2). We confirmed that it is necessary more than 40
times of viscosity increase in the lower mantle to form large-
scale stagnation. With smaller value of increase, small-scale
stagnations are realized, which is different from the views
of mantle tomography. If the value of the viscosity increase
exceeds 100 times, the behavior of the slab is weakly depends
on the value. The steepness of the viscosity increase is also
important for the behavior of subducted slabs. If the viscosity
increase is more gradual, the range of stagnation depth is

Fig. 1 Various styles of subducted slabs in the mantle. (left) Images from mantle tomography by [3] (blue: high velocity, red: low velocity), (center)
the location of each cross-section. (right) Similar styles of subduction reproduced in our 3-D spherical shell convection model containing
phase transitions, viscosity layering, and plastic yielding near the surface (blue: low temperature, red: high temperature). The Earth's mantle is
characterized by the coexisting states of stagnant and falling slabs, and our numerical model spontaneously reproduces these features.
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Fig. 2 Comparison among the setting of viscosity profiles in the mantle. (a) Settings of reference viscosity at each depth. The upper mantle viscosity

is kept constant, and the lower mantle viscosity is increased from 40 to 400 times. (b) An example of 3-D structure shown by temperature for

the case with 40 times viscosity increase. (¢) Horizontally averaged temperature profiles. The degree of stagnation is reflected by the difference

of the lower mantle temperature and the existence of inflection points around 660 km depth. The effect of viscosity increase is not so large

when the viscosity increase exceeds 100 times. (d) Same as (c) but for the comparison of the steepness of the viscosity increase with 40 times.

If the viscosity increase is more gradual, the depth range of stagnation becomes broader and the average temperature of the lower mantle

increases.

broader. We can elucidate the viscosity structure of mantle that
is not clearly understood yet, by quantitatively comparing the
result with these viscosity profiles and the images of seismic
tomography.

3. Geodynamo simulations
3.1. Torsional waves

We have made attempts to decrease viscosity of the model
fluid for the Earth's outer core in order to better simulate core
thermal convection and dynamo process [4,5,6]. Our lowest-
viscosity model is now capable of decreasing the Ekman
number to O(107) and the magnetic Prandtl number to O(0.1).
Reduction of viscosity brings dramatic changes to flow and
magnetic field structures. For example, the boundary condition
for the core surface temperature becomes a more important
factor for the system to be an Earth-like strong-field dynamo
[7]. Low-viscosity geodynamo models make it possible to study
geomagnetic field variations of short timescales. Theoretical
studies indicate that a field variation obeys a wave-like equation
when the system is close to a Taylor state, where both viscous
diffusion and inertia have negligibly small effects and the
azimuthal component of Lorentz force is zero when averaged
over C(s), the side surface of a cylinder of radius, s, coaxial
with the rotation axis. The resultant torsional oscillations, which
travel in the cylindrically radial (s-) direction with an Alfven-
wave speed proportional to the s-component of the magnetic
field, have been recognized to be one of the most important
origins of decadal field variations [8]. Our recent model well
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justifies this theory. Using a uniform-heat-flux condition for
the surface temperature, we succeeded in producing a strong-
field dynamo, in which the magnetic field is largely generated
by a large-scale flow in contrast to other uniform-surface-
temperature models that fail to drive large-scale flows and
sustain strong magnetic fields [5,9]. Viscous diffusion does not
affect the primary force balance and the fluid domain outside
the inner-core tangent cylinder is in a Taylor state to a good
approximation; within 1% in our definition (see Fig. 3 (a)). The
degree of Taylorization is better than previous low-viscosity
geodynamo models [4]. The time-averaged zonal flow outside
the tangent cylinder is westward and particularly stronger near
the equator. For a wave analysis, the fluctuating part of the
zonal flow, which is almost independent of the height, z, from
the equatorial plane, is integrated over C(s) to obtain V (s,t) as a
function of radius and time. This fluctuating zonal flow is further
transformed to two-dimensional Fourier modes and decomposed
into two components that travel toward the equator and toward
the rotation axis (the stationary component is negligibly small
because of conservation of angular momentum). Figure 3 (b)
shows results of our wave analysis. At a fixed radius outside the
tangent cylinder, the zonal flow turns eastward and westward
in an oscillatory fashion. The phase travels both inward and
outward. We calculated the averaged magnetic stress in a similar
way and found that the Lorentz force acted as a restoring force
for the oscillatory fluctuations of the zonal flow. These results
suggest that our solution is basically in a Taylor state and the

fluctuating fields behave as torsional waves, at least outside the
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Fig. 3 (a) A Taylorization factor defined as the ratio of the integral of F,, the azimuthal component of Lorentz force, over C(s),
the side surface of an axial cylinder of radius, s, to the integral of the absolute value of F; over the same surface. Time
is scaled by a magnetic diffusion time. Broken line represents the inner core radius. (b) Shown are the time variations of
the magnetic torque, BsB,, and the azimuthal component of velocity, V,, integrated over C(s). Both integrated BsB, and
V, represent fluctuations from their time averages and have been decomposed into outgoing (left) and ingoing (right)

components by Fourier analysis. The actual fluctuation is the sum of these two components.

tangent cylinder, as predicted by previous theory.

Gillet and coauthors recently reported that the observed
geomagnetic data suggested faster propagation of torsional
waves than previously estimated and its cause could be
attributed to a stronger interior magnetic field [10]. They also
showed that the propagation direction was primarily outward,
which is totally different to our calculation. Although a direct
comparison to the Earth's core convection is too premature,
our solution seems to be still crude to represent ideal torsional
waves. For example, there is a trend of slower outgoing
propagation in the zonal flow at around t = 1.491 and s = 0.7.
This signature cannot be explained by Alfven waves and is
probably caused by a local effect of advection. In our model,
the magnetic energy density is only ten times greater than the
kinetic energy density on average, whereas this ratio, considered
to be an index of magnetically dominated strong-field dynamo,
is expected to be at least several hundreds in the Earth's core.
Simulations of higher-resolution and lower-viscosity geodynamo
models are still needed to reach the core condition and to make
a comparison to the geomagnetic data.

3.2. Implementation of a high-order scheme

As noted in the previous section, the currently most advanced
models are run at E = O(107). At such a low-Ekman number,
a very sharp Ekman boundary layer with radial thickness of
O(E"®) develops near the inner and outer boundaries of the
core. Numerical models must be capable of resolving such thin
boundary layers. Since a spectral approach using Chebyshev
expansion is, in general, not very good at representing a
very sharp structure, we have investigated finite difference
discretization for low-Ekman-number simulations. However,
in ordinary finite difference discretization, fine mesh and many

stencils are needed to yield solutions of acceptable accuracy.
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As a result, a lot of memory space and computing time may
be consumed. One approach to perform numerical dynamo
simulations at a low-Ekman number with high accuracy and less
computational cost is to use higher order discretization scheme,
which use coarser mesh to yield solutions of comparable

Fig. 4 Convergence behavior of the solutions with respect to radial
resolution N,: (a) kinetic energy, (b) azimuthal velocity, (c)
magnetic energy, (d) axial magnetic field, (e) temperature, and
(f) drift rate. The present results are classified by L31 and L47
corresponding to spherical harmonic expansion up to 31 and 47,
respectively, while ACD, GJZ and TMH denote results from
different codes. Horizontal solid lines show the standard values
and horizontal dashed lines represent the deviation by 0.5% from
the standard values.



accuracy relative to the lower order discretization scheme using
finer mesh. A combined compact difference scheme (CCDS)
can achieve a high-order accuracy and good spectral resolution
with a small stencil. We apply a high-order three-point CCDS
in the radial direction to problems of thermal convection
and convection-driven dynamo in a rotating spherical shell
[11]. To evaluate accuracy of the CCDS, we have solved the
benchmark problems. It is confirmed that accuracy better than
1% is achieved with the CCDS even with a modest number of
grid mesh. Quantitative comparison with other finite difference
schemes indicates that the CCDS is superior to others using
more stencils. As a result, faster convergence behavior of the
CCDS is observed in most quantities with an accuracy of 0.5%
(Fig. 4).

3.3. Coherent structure with oscillation in liquid metal
convections

The study on the nature of thermal convection in low Prandtl

number fluids is essential for the dynamics of the Earth's outer

core, and the difference of the flow behavior from Pr~1 fluids

like water and air is very important. In lower Pr fluids, the
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two-dimensional steady roll structure emerging at the onset of
convective flow easily becomes time-dependent just above the
critical Rayleigh number (Ra), and theoretical studies propose
oscillatory instability such as "traveling-wave convection™ in
the direction of the roll axis [12]. Transition to turbulence with
increases in Ra in low Pr fluids occurs at much lower Ra than
water or air, and large-scale flow is also expected to emerge
easily.

Our laboratory experiments on thermal convection
with liquid metal by using an ultrasonic velocity profile
measurements visualized the flow pattern in a gallium layer with
simultaneous measurements of the temperature fluctuations,
from 10 to 200 times above the critical Ra [13,14]. It was made
in a non-rotating rectangular container. In those experiments,
the presence of a roll-like structure with oscillatory behavior
was established (Fig. 5), even in the Ra range where the power
spectrum of the temperature fluctuation shows features of
developed turbulence. The flow structure was interpreted as a
continuously developed one from the oscillatory instability of
two-dimensional roll convection around the critical Ra. It was

shown that both the velocity of the flows and the frequency of

Fig. 5 Setting and result of ultrasonic flow velocity measurements for Rayleigh-Bénard convection in liquid gallium (laboratory experiment). (a)

Geometry of the container and setting of the measurement beam lines in liquid gallium. (b) Examples of the velocity profiles for the case Ra =

8x10°; horizontal axis is the elapsed time, vertical axis is the position, and color maps indicate the horizontal component of the convective flow

velocity. The vertical temperature difference was set at the time = 200 s, and convection pattern emerged after that. Four clusters of velocity

with periodic oscillations are clearly observed. (c¢) Interpretation of the global flow pattern. Oscillatory roll-like structure exists in the vessel,

and the oscillation period is comparable to the circulation time of the flow in a roll.
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the oscillation increase proportional to the square root of Ra,
and that the oscillation time of the roll structure is comparable
to the time to complete one circulation of the flow.

We made up a code for numerical simulation of thermal
convection to compare with the results obtained by the
laboratory experiments. Furthermore, we analyzed the fine
scale structure and short time variation relating to turbulence,
those are difficult to obtain by laboratory experiments due to
the limitation of measurements. The numerical simulation is
performed for three dimensional rectangular box, with no-
slip boundary conditions at all boundaries, fixed temperature
at the top and bottom, and insulating at side walls. The range
of Ra for numerical simulations is from critical value to 200
times above it. The material properties of the working fluid
are those of liquid gallium and Pr=0.025. We used enough
grid points to resolve the small-scale behavior without any
assumption for the turbulence. Our numerical result reproduced
oscillatory convection patterns as observed in the experiments.
Statistical values, such as the relation of the circulation time and
oscillation period, Rayleigh number dependence of the mean
velocity and the oscillation frequency, are good agreement in
both laboratory and numerical studies (Fig. 6). This confirms
that both of our laboratory experiment and numerical simulation
are reliable ones. The series of numerical simulations with the
increase in Ra revealed the onset point of oscillatory convection
and subsequent transition to turbulence. The power spectrum
densities calculated from the velocity and temperature dataset

clearly indicate the feature of low Pr fluid, that is, temperature
is more diffusive than momentum and the corner frequency
is higher for velocity spectrum in the region of developed
turbulence.
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Our research group aims to develop a physics-based predictive simulation system for crustal activities in and around Japan, which
consists of a combined simulation model for quasi-static stress accumulation and dynamic rupture propagation and the associated
data assimilation software. In the first phase (2003-2005), we constructed a prototype of the combined simulation model on a realistic
3-D structure model. In the second phase (2006-2008), we tested the validity and applicability of the combined simulation model,
and demonstrated that the physics-based computer simulation is useful for the quantitative evaluation of strong ground motions that
will be produced by potential interplate earthquakes. We also developed the associated data assimilation software; that is, a GPS
data inversion method to estimate interplate coupling rates, a CMT data inversion method to estimate crustal stress fields, and a GPS
inversion method to estimate 3-D elastic/inelastic strain fields. Applying the GPS data inversion method to interseismic GPS data
(1996-2000) in Japan, in 2008, we have estimated the slip-deficit rate distribution on the North American-Pacific plate interface along
the Kuril-Japan trench, and, in 2009, on the Eurasian-Philippine Sea plate interface along the Nankai trough-Ryukyu trench. In 2010,
applying the same GPS data inversion method to interseismic GPS data in the central part of Japan (the Kanto region), we estimated
the slip-deficit rate distribution on the North American-Philippine Sea and Philippine Sea-Pacific plate interfaces along the Sagami
and Suruga troughs. In 2010, we also developed a method to take into account the effects of the free surface on dynamic rupture
propagation by introducing a hypothetical horizontal interface that satisfies stress-free conditions into the homogeneous unbounded
elastic medium. Focusing on the temporal changes in slip-velocity patterns in the early stages of the second earthquake cycle after
the first event, we performed combined simulation for quasi-static stress accumulation and dynamic rupture propagation. At the
very early stage, we can find a remarkable slip-velocity excess (afterslip) zone in the deepest part of the seismogenic region, which

corresponds to the brittle-ductile transition zone characterized by low peak strength and large slip-weakening distance.

Keywords: GPS data inversion, inter-plate coupling, stress accumulation, dynamic rupture propagation, combined simulation

1. Introduction fault constitutive law, which prescribes shear strength change
The occurrence of earthquakes can be regarded as the  with fault slip and contact time, is an energy balance equation
releases of tectonically accumulated elastic strain energy in fracture zones. The relative plate motion is a driving force of
through dynamic fault ruptures. Given this, the entire earthquake the coupled nonlinear system. Thus, the essence of earthquake
generation process generally consists of tectonic loading, quasi- generation modeling is quite simple, but it is not easy to develop
static rupture nucleation, dynamic rupture propagation, and a predictive simulation model, because the actual world is
fault strength recovery. We can now quantitatively describe the complex in structure and also in material properties.
entire earthquake generation process with coupled nonlinear In the first phase (2003-2005) of the project, we constructed
equations, consisting of a slip-response function, a fault a realistic 3-D model of plate interface geometry in and around
constitutive law, and relative plate motion. The slip-response  Japan, represented by the superposition of about 30,000 bi-cubic
function, which relates fault slip to shear stress change, is a  splines [1]. On this structure model we developed a quasi-static
solution of the equation of motion in continuum mechanics. The stress accumulation model and a dynamic rupture propagation
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model. Then, given the past fault-slip history, we performed
the combined simulation of quasi-static stress accumulation
and dynamic rupture propagation for the 1968 Tokachi-oki
earthquake (M,=8.2), and demonstrated that when the stress
state is close to a critical level, dynamic rupture is rapidly
accelerated and develops into a large earthquake, but when the
stress state is much lower than the critical level, started rupture
is not accelerated [2]. So, the problem is how to know the past
fault-slip history and how to monitor the present stress state.
In the case of Japan, fortunately, we have nation-wide dense
geodetic and seismic observation networks such as GEONET
operated by GIS (Geographical Survey Institute of Japan) and
F-net operated by NIED (National Research Institute for Earth
Science and Disaster Prevention).

In the second phase (2006-2008), we developed the
associated data assimilation software; that is, a GPS data
inversion method to estimate interplate coupling rates [3], a
CMT data inversion method to estimate crustal stress fields [4],
and a GPS data inversion method to estimate 3-D elastic/inelastic
strain fields [5]. Applying the GPS data inversion method [3]
to GEONET data (GSI) in the Hokkaido-Tohoku region for the
interseismic calm period of 1996-2000, we estimated the slip-
deficit rate distribution on the North American-Pacific plate
interface, and revealed that the inverted five slip-deficit peaks
almost completely coincide with the source regions of 10 large
interplate earthquakes (M>7.5) occurred along the Kuril-Japan
trench in the last century [6]. Based on the inversion results,
we performed the combined simulation of quasi-static stress
accumulation, dynamic rupture propagation and seismic wave
propagation for the 2003 Tokachi-oki earthquake (M,=8.1),
and demonstrated that the physics-based computer simulation is
useful for the quantitative evaluation of strong ground motions

that will be produced by potential interplate earthquakes [7]. In
2009, applying the GPS data inversion method to interseismic
GPS data in the southwestern part of Japan, we estimated the
slip-deficit rate distribution on the Eurasian-Philippine Sea plate
interface along the Nankai trough-Ryukyu trench, and revealed
that a high slip-deficit rate belt extends from the Suruga Bay to
the Bungo Channel. On the basis of the inversion results, we
computed stress accumulation rates in the seismogenic region,
and performed a numerical simulation for the dynamic rupture
of a potential Nankai-trough earthquake by using the boundary
integral equation method.

2. Interplate slip-deficit rate distribution in and

around Japan inverted from GPS data

In 2010, applying the GPS data inversion method [3] to
horizontal velocity data at GEONET stations in the central
part of Japan for the interseismic calm period of 1996-2000,
we estimated precise slip-deficit rate distribution on the
North American-Philippine Sea and Philippine Sea-Pacific
plate interfaces along the Sagami and Suruga troughs. In the
analysis, to remove rigid body translation and block rotation
from the observed GPS data, we transform the velocity data
into the average strain rates of triangular elements composed
of adjacent GPS stations [9]. By this transformation, original
information about intrinsic deformation is preserved. Thus, we
completed the estimate of interplate coupling rates on the whole
plate interfaces in and around Japan. From the slip-deficit rate
distribution inverted from GPS data shown in Fig. 1, we can find
the high slip-deficit zones along the trench/troughs in the Japan
region, corresponding to the past and potential source region of
large interplate earthquakes.

Fig. 1 The slip-deficit rate distribution inverted from GPS data ([6,9], Hashimoto, Sagiya & Matsu'ura, SSJ
2009 Fall Meeting). The blue contours indicate the slip-deficit rate.
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3. Combined simulation for quasi-static stress
accumulation and dynamic rupture propagation

In 2010, we also developed a method to take into account
the effects of the free surface on dynamic rupture propagation
by introducing a hypothetical horizontal interface that satisfies
stress-free conditions into the homogeneous unbounded elastic
medium [10]. Applying this method to computation of the
dynamic rupture process of the 2008 Iwate-Miyagi earthquake
(M,=6.9), we demonstrated that the effects of the free surface on
dynamic rupture propagation is significant in the shallower part
of the seismogenic fault.

Now, focusing on the temporal changes in slip-velocity
patterns in the early stages of the second earthquake cycle
after the first event, we performed combined simulation
for quasi-static stress accumulation and dynamic rupture
propagation in the 1968 Tokachi-oki seismogenic region [11].
For this computation, we gave the fault slip history in the first
earthquake cycle, and then start the quasi-static simulation of
tectonic loading for the second earthquake cycle. The panels (a),
(b), (c), and (d) in Fig. 2 show the slip-velocity patterns at 1,
2, 3, and 8 yr after the first event, respectively. We can find the
slip-velocity deficit zone extending over the source region of the
first event at every stage. This indicates the very fast strength
recovery in the source region. At the very early stage (a), we
can find a remarkable slip-velocity excess (afterslip) zone in the
deepest part of the seismogenic region, which corresponds to the
brittle-ductile transition zone characterized by low peak strength
and large slip-weakening distance. The stress transfer due to
viscoelastic relaxation in the asthenosphere may accelerate the
afterslip at the depths.
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The source rupture area of the 1707 Hoei earthquake which occurred along the Nankai Trough, off southwestern Japan, should
be extend further, to the Hyuga-nada, more than 70 km beyond the currently accepted location at the westernmost end of Shikoku
in order to explain many recent findings such as those for geodetic data and geological investigations in coastal area and large
tsunami in Kyushu, Japan. Numerical simulation of the tsunami using a new source-rupture model for the Hoei earthquake explains
the distribution of the very high tsunami observed along the Pacific coast from western Shikoku to Kyushu more consistently
with tsunami run-up into Ryujin Lake at Kyushu. It is known that the tsunamis from the 684 Tenmu, 1361 Shokei, and 1707 Hoei
earthquakes deposited sand in Ryujin Lake, but lesser tsunamis from other earthquakes were unable to reach the lake. This irregular
behavior suggests that, in addition to the regular Nankai Trough earthquake cycle of 100-150 years, there may be a hyper-earthquake
cycle of 300-500 years. These greater earthquakes produce the larger tsunamis from western Shikoku to Kyushu than we expect for
future Nankai Trough earthquake.

Keywords: Earthquake, 1707 Hoei earthquake, Hyuga-nada, Source-rupture model, Tsunami

1. Introduction measurements of tsunami inundation or tsunami run-up height,
Great inter-plate earthquakes have occurred at the Nankai and pattern of ground elevation and subsidences.
Trough at a recurrence interval of approximately 100 to 150 Recently, geological surveys of earthquake-related lacustrine

years due to the subduction of the Philippine Sea plate beneath sediment in seashore lakes along the Pacific coast from
southwestern Japan (Fig.1). Shikoku to Kyushu endeavor to clarify the tsunami history of
In the recorded history of the Nankai Trough earthquakes the historical and pre-historical Nankai Trough earthquakes.
the 1707 Hoei earthquake (hereafter called the Hoei earthquake) Ryujin Lake is one such onshore lake that has tsunami-induced
was the largest shock in modern Japanese history. It killed more oceanic deposits (hereafter called tsunami lakes), located along
than 20,000 people due to its strong ground motion and the the coast of the Hyuga-nada in Kyushu. Ryujin Lake has a thick
tsunami associated with the earthquake. The fault rupture area cover of marine deposits, including coarse-grained sea sands
of the Hoei earthquake has been thought to spread from Suruga  and marine sediments containing oceanic plankton carried by
Bay to the westernmost end of Shikoku, which is often referred Nankai Trough earthquake, not every 100 to 150 years, but
as a worst-case scenario for the Nankai Trough earthquake. were only deposited in the 1707 Hoei earthquake, the 1361
The source rupture histories of the recent 1944 Tonankai and Shohei earthquake, and the 684 Tenmu earthquakes, probably
1946 Nankai earthquakes were examined extensively based on associated with larger tsunamis than usual. Also, recent findings
the analysis of modern instrumental data, such as tide gauge in the historical documents claim that the height of the tsunami
records of tsunami waveforms, seismograms, and geodetic data. during the Hoei earthquake at the village of Yonouzu, near
However, the source model of the historical Hoei earthquake Ryujin Lake, was more than 10 m, which is very much larger
in 1707, on the other hand, have mostly been deduced from than regular tsunamis associated with the earthquake.
descriptions of earthquake phenomenon in ancient documents The data from the Japanese GEONET nation-wide GPS
such as shaking felt by humans, damage to houses, and visual network illustrating the current ground deformation pattern of
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undergoing recovery process of post- Nankai Trough earthquake
and studies on inter-plate coupling along the Nankai Trough
using this data reveal strong interplate coupling along the
Nankai Trough extends to Hyuga-nada.

Following these new findings and supporting instrumental
data, we will reexamine the source model for the Hoei
earthquake and extended the source-rupture area 70 km eastward
to the Hyuga-nada from the westernmost end of Shikoku.

We will demonstrated by tsunami simulation that our new
source Hoei earthquake source model can explain large tsunami
observed in Kyushu and tsunami inundation into Ryujin Lake
more consistently than previous models.

2. Tsunami Simulation for the 1707 Hoei Earthquake

We first conducted tsunami simulation for the Hoei
earthquake using a source model of An'naka et al. (2003) [1]
which consists of four fault segments (N1 to N4) extending from
Suruga Bay to the westernmost end of Shikoku, a total length of
605 km.

Vertical ground deformation due to fault rupture of the N1
through N4 fault segments are calculated using the program
following Mansinha and Smylie (1975) [2]. The result shows
large ground upheavals of up to 2 m above the shallowest end
of the source fault segment on the trench side and some of

Fig. 1 History of the Nankai Trough earthquake and source rupture
area of recent three earthquake sequences of 1944/1946 Showa
Tonankai/Nankai, 1854 Ansei, and 1707 Hoei earthquakes.
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upheaval can be found on land, including at Cape Muroto, Cape
Shiono, and along the coast of Suruga Bay. On the other hand,
large surface subsidence of as much as 2 m is found widely
on land in a narrow belt zone extending from Shizuoka to the
westernmost end of Shikoku. These are consistent with the
observed ground deformation pattern of the Hoei earthquake.

Using the results of the coseismic ground deformation
pattern, we conducted a tsunami simulation. The area of the
simulation is 540 km by 860 km which has been discritized by
a nested mesh model that connects gradually 30 m, 90 m, and
270 m mesh model to allow efficient simulation of the tsunami
in heterogeneous bathymetry. The bathymetric model was
provided by the Central Disaster Mitigation Council, Cabinet
Office, Government of Japan. Then propagation of the tsunami
and tsunami run-up are calculated based on a finite-difference
method (FDM) of a nonlinear, long-wave tsunami model (Goto
and Ogawa, 1997) [3].

Snapshots of tsunami propagation obtained from the
simulation are illustrated in fig. 2 at time T = 1, 5, 10, 20, 40,
and 80 min from the time the earthquake started. The snapshots
shows that the radiation of tsunamis from rectangular fault
sources is very strong in the direction perpendicular to the
trough axis, while it is very weak in the direction parallel to the
trough. As the tsunami approaches the shore, its speed decreases
suddenly and its height increases very drastically. The onshore
height of the tsunami, more than 8 m, is several times larger
than the height of the initial tsunami above the source area
along the Pacific coast from the westernmost end of Shikoku
to Hyuga-nada. The tsunami lasts for several tens of minutes
after the earthquake and a number of tsunami trains are captured
within Tosa Bay.

Distribution of maximum simulated tsunami height is
illustrated in fig. 3. From historical records, tsunami heights
of 9 m at Tosa Shimizu and Ashizuri Cape and more than 4 m
along the coast from Ashizuri Cape to Hyuga-nada are known
to have occurred. The simulated maximum tsunami height along
the Pacific coast from Tosa Bay to Suruga Bay generally agrees
well with observed tsunami run-up during the Hoei earthquake
(e.g., Hatori, 1974 [4], 1985 [5]; Murakami et al., 1996 [6]).
However, the height of the simulated tsunami from western
Shikoku to Hyuga-nada in Kyushu is less than half of the actual
height observed. For example, historical archives document
that at Yonouzu village, at the northern end of Hyuga-nada, the
tsunami was more than 10 m and killed 18 people (Chida et al,
2003) [7]. Yet the simulated tsunami height at Yonouzu is less
than 4 m, much shorter than the tsunami experienced with the
Hoei earthquake.

3. Revision of the Source Model for the 1707 Hoei
earthquake
In order to better explain the height of the Hoei earthquake
tsunami from Cape Ashizuri to Hyuga-nada, we revised the
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Fig. 2 Snapshots of the tsunami propagation for the 1707 Hoei earthquake at T = 1.0, 5.0, 10.0, 20.0, 40.0, and 80.0 min. Red
and blue colors indicate uplift and subsidence of the sea surface, respectively.

Fig. 3 Maximum height of tsunami derive by the tsunami simulation for the former Hoei earthquake source model (black) and new
source model (red) comparing with observation (circles).
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present source model of the Hoei earthquake developed by
An'naka et al. (2003) [1] based on the findings of a number of
recent geodetic and geological investigations of the Nankai
Trough.

Ten years of data from the nationwide GEONET GPS
network illustrates pattern of vertical ground deformation of
2 mm/year has occurred on land from Enshu-nada to Hyuga-
nada. This pattern of vertical ground movement is considered to
illustrate the process of recovery of ground surface deformation
due to the Nankai Trough earthquakes. We also consulted recent
studies on the spatial distribution of inter-plate coupling rates
along the Nankai Trough (e.g., Hashimoto, 2009 [8]) based
on the inversion of the GEONET data. It shows that an area of
strong inter-plate coupling with high coupling ratios is found
from Suruga Bay to Hyuga-nada, more than 100 km beyond
the westernmost end of Shikoku which we have considered the
evidence that seismic energy is now accumulating to cause a
large earthquake in the future.

Following these new findings, we revised the source-rupture
model for the Hoei earthquake and extended the border of the
Hoei earthquake source segments from the westernmost end of
Shikoku to Hyuga-nada, where strong inter-plate coupling has
been found.

We set a 70 km by 120 km subfault segment, N5, on the west
of the N4 subfault segment and extended the source rupture
area of the Hoei earthquake to Hyuga-nada. The ground surface
deformation pattern derived using subfaults N1 to N5 agrees
well with our expectation of gentle (40 cm) ground subsidence
in the area around Yonozu and Ryujin Lake, where large
tsunami attacked, and some subsidence of the ground surface
at Cape Ashizuri as noted by Kawasumi (1950) [9]. It also
corresponds well to the present ground elevation field derived
from the GEONET.

We then conducted a tsunami simulation using the revised
source model of the Hoei earthquake to see the contribution
of the N5 subfault segment in increasing simulated tsunami
height along the coast from Shikoku to Kyushu. Snapshots of
tsunami propagation are compared in fig. 4 with that for the
former source model. Maximum simulated tsunami heights for
the new model are compared with those of the former model
in fig.3. The comparison clearly demonstrates the development
of a larger tsunami with heights of 5 m to over 10 m over a
wide area along the Pacific coast from the westernmost end of
Shikoku to Hyuga-nada due to the N5 subfault. The height of
the tsunami due to the N5 fault is very strong to spread large
tsunami wavefront from Cape Ashizuri to Hyuga-nada.

The maximum tsunami height along the coast near Ryujin
Lake as calculated by the present simulation is 6 m, while it is a
maximum of 2 m for the former Hoei earthquake source model.
Thus, larger tsunami at Yonozu and tsunami run-up into Ryujin
Lake might occur when the Nankai Trough fault rupture extends
to Hyuga-nada, but not during events like the 1854 Ansei
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Nankai and 1946 Showa Nankai earthquakes, in which the fault
rupture did not extend past the westernmost end of Shikoku. Our
newly simulated tsunami height of approximately 6 m but not
as high as 10 m at Ryujin Lake also confirms the interpretation
of Okamura et al. (2004) [10] that larger tsunami inundation
occurred in the Ryujin lake though narrow channel connecting
lake and sea but tsunami did not overtopping of beach hills that
are 10 m high.

4. Conclusion

Of the series of repeating megathrust earthquakes in the
Nankai Trough, the Hoei earthquake is considered to be the
most damaging, with its linkage of Tokai, Tonankai and the
Nankai earthquakes, and fault ruptures extending from Suruga
Bay to the westernmost end of Shikoku, about 600 km in length
(An'naka et al., 2003) [1].

However, the recent discovery of the thick cover of tsunami-
induced deposits caused by the Hoei earthquake has overturned
our understanding. The existence of the tsunami deposits in
the onshore lakes in Kyushu was not well explained by the
expected ground deformation pattern produced by the former
Hoei earthquake source model where the fault rupture stopped
at the westernmost end of Shikoku. The source model also
failed to explain the larger tsunami experienced during the Hoei
earthquake from Cape Ashizuri to Hyuga-nada.

An inferred property of the present crustal deformation
pattern illustrated by the GEONET GPS measurements and
a number of studies on inter-plate coupling along the Nankai
Trough subduction zone based on the GPS data indicate that
Hyuga-nada may also be in the area of the Nankai Trough
earthquake nucleation zone. Following these new geological
and geodetic findings, we revised the source model of the Hoei
earthquake by introducing a new subfault segment at Hyuga-
nada on the western side of Nankai earthquake segment.

We succeeded in explaining development of the large
tsunami from Cape Ashizuri to Hyuga-nada with maximum
tsunami heights of 5 to 10 m that attack along the Pacific coast
from the westernmost end of Shikoku to Hyuga-nada. This
agrees with the heights of tsunamis observed along the Pacific
coast from Cape Ashizuri to Hyuga-nada during the Hoei
earthquake (Hatori, 1974 [4], 1985 [5]; Murakami, 1996 [6])
very consistently.

The extension of the source rupture area to Hyuga-nada
would produce increased shaking in Kyushu. Exactly what the
intensity was in Kyushu in 1707 is unclear; we are unaware of
any historical documents that permit a meaningful comparison
of intensities of the 1707 and 1856 earthquakes.

The linkage process between different subfaults in Nankai
Trough earthquakes of more than 700 km and described by
at least five fault segments may contribute significantly to the
severity of the disaster, especially the tsunamis. Researchers

have claimed that delayed rupture between subfaults amplifies



tsunami height over a wide area due to overlap of individual
tsunamis from different fault segments (Kawata et al., 2003 [11];
Imai et al., 2010 [12]). We should be prepared for a diversity of
rupture processes during future earthquakes along the Nankai
Trough.

Finally, this study suggests that earthquake rupture extent
along the Nankai Trough may not be as limited as previously
described: as combinations of subfaults to produce Nankai,
Tonankai, or Tokai earthquakes. The Hoei earthquake was a
much larger event in which rupture spread as far as Hyuga-
nada. Such larger events do not occur during the regular Nankai
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Trouh earthquake cycle of 100-150 years, but may occur in a
hyper-earthquake cycle of 300 to 500 years. The larger tsunami
and tsunami deposits at Ryujin Lake in Kyushu left by large
tsunamis from the 684 Tenmu, 1361 Shohei, and 1707 Hoei
earthquakes, attest to such a hyper-earthquake cycle.
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Geodynamo: We have developed our simulation code of geodynamo to include length-of-day variation effect. By this, we found
that the magnetic energy, convection kinetic energy, and magnetic dipole moment oscillate as the Earth's rotation speed changes. The
amplitude of magnetic energy oscillation is much larger than that of rotation speed oscillation in the long period (almost the same
as magnetic diffusion time) case. The oscillation phase between magnetic and kinetic energy slides pi radian. Numerical planet: We
have developed a simulation code of the Stokes flow system with a free surface under a self gravitating field. The largely deformable
surface of a planetary body is represented by a distribution of color function. The gravity potential is used for calculating self-
gravitating field. A low viscous material (sticky air) surrounding the planet mimics its free surface motion. As an example of our
target problem, we have conducted the core formation simulations in three dimensions. Mantle convection: We are also developing
a simulation code of mantle convection which includes the effect of two-phase flow, i.e., molten and solid phases. By assuming the
motion of the molten phase as a permeable flow through a solid matrix, we successfully solved a fast migration of molten phase even

in the presence of slow (Stokes) flow in a solid phase.

Keywords: Geodynamo simulation, Yin-Yang grid, Length-of-Day variation, Mantle convection, Core formation, Stokes flow,

mixed precision arithmetic, Two-phase flow, Permeable flow

1. Geodynamo simulation (Miyagoshi) of the development are as follows. In a momentum equation
The length-of-day variation of rotation speed is observed of magnetohydrodynamic equation, rotation speed in Coriolis
in the Earth. It possibly affects the outer core convection, force term was uniform. Then, we have added fluctuation of
magnetohydrodynamic dynamo process, and variation of the rotational speed to the Coriolis force term. In addition, a
geomagnetic field. Correlation of geomagnetic field variation new force term with time differential of rotation speed is newly
with length-of-day variation has been pointed out. For  added to the momentum equation. The length-of-day variation
example, the relation between geomagnetic field variation and is given by a single frequency sin function with two parameters
Milankovitch cycle is a controversial issue [1]. The orbital (amplitude and period of the variation).
element of the Earth is known to change with Milankovitch As a default, we give the Ekman number, which means
cycle. It could causes variation of solar radiation which relates the ratio of diffusion force to Coriolis force, as 1.9E-5 (strong
to the cycle between ice age and interglacial age. Prosperity rotation) and the Rayleigh number, which means the ratio
and decline of continental ice sheet may change the mass of buoyancy force to diffusion force, as 1.5E8. Here, both
distribution of water on the earth and its inertial moment. As a of Prandtl and magnetic Prandtl numbers are unity. First we
result, the rotational speed of the Earth can change. calculated without rotation speed variation, and found that
However, there are no geodynamo models which take an magnetohydrodynamic dynamo occurred. Then Magnetic
effect of length-of-day variation into consideration. In this energy in the outer core is found to be amplified and saturated
fiscal year, we have constructed the first geodynamo model several times larger than the kinetic energy. Magnetic dipole
which includes the length-of-day variation effect, based on moment is also found to be the largest one among other higher
the Yin-Yang geodynamo dynamo model [2][3]. The points moments.
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Next, we calculate cases including length-of-day variation
effect. For a typical case, we put the period of a variation to be
almost equal to the magnetic diffusion time, and the amplitude
of a variation to be two percent of the rotation speed. Our
simulation results show that the length-of-day variation causes
oscillations of magnetic energy, convection kinetic energy, and
magnetic dipole moment. These periods are the same as that of
rotation speed (magnetic diffusion time). On the other hands,
the amplitudes of magnetic energy and magnetic dipole moment
oscillation are about one hundred percent, which are quite larger
than the amplitude of rotation speed variation (two percent). The
amplitude of kinetic energy oscillation is about fifty percent. It
is found that the oscillation phase between magnetic and kinetic
energy slides pi radian.

We also calculate the case with short period which is one
percent of magnetic diffusion time. Different from the long
period case, the kinetic energy of convection oscillates rapidly
with large amplitude (about one hundred percent), but magnetic
energy does not. Magnetic dipole moment oscillates with the
same period with the amplitude about several percent.

In the next fiscal year, we would like to search the
dependence of oscillation on various rotational frequency and
amplitude, and Ekman number, Rayleigh number, and so on.

Especially, we would like to study the case, in which rotational
speed varies with several frequencies (not one frequency).

2. Development of numerical planet simulation code

(Furuichi)

The simulation of the Stokes flow system is an interesting
challenge in the field of computational geodynamics because it
is relevant to the numerical study of the mantle dynamics that
plays an essential role in the Earth's long-time scale thermal
evolution. In this FY, we have developed a new solution code of
the Stokes flow, which deals with a motion of free surface under
a self-gravitation (Fig. 1) on ES2. Our code aims to simulate
the long-time scale evolution of solid earth system with realistic
boundary (surface) conditions, and is a part of NEMS (Numerical
Earth Model Suites) project.

For the numerical treatment of free surface and self-
gravitation, we employ a 'spherical Cartesian' approach, in
which the surface of the deformable planetary body is defined
by the color functions in the Cartesian geometry. In addition,
a sticky air, which has very small viscosity with zero density,
is introduced around the planetary object to mimic the free
surface of the planet. As for a transport of color function, we
use the CIP-CSLR method, which is the low diffusive advection

Fig. 1 Snapshot of the simulated evolution of two layered system with free surface in self-gravitating field (a) initial state; (b)

intermediate state; (c) steady state layered sphere. Outer half cropped isovolume and inner white isosurface represent
color function of s =1 and s = 2 respectively. Two layer have the same isoviscous property and density, surrounded by

the sticky air.

Fig. 2 Snapshots of the core formation simulation with three layered model in soft core scenario (a) initial state; (b)

intermediate RT instability mode; (c) resultant layered sphere. Outer most semi-transparent isosurface and half
cropped white isosurface represent mass density at p = 0.2 , and color function at ®, = 0.8 respectively. The color on
ortho plane shows mass density. Property of each layer are given by (17, =10, p.i, = 0.0), (7, =10°, p, = 0.83), (17, =

10°% p, = 1.67) and (5, =107, p, = 1.0).



method based on a fully fixed Eulerian mesh and suitable for a
computation on the vector processors [4-5]. Self-gravitation is
obtained by solving the Poisson equation of gravity potential.
The ill-conditioned Stokes flow problems due to sticky air
and rheological modeling are solved by the preconditioned
Krylov subspace method in a fully coupled approach of the
velocity-pressure system. By using a strong Schur complement
preconditioner with mixed precision arithmetic utilizing the
double-double method [6-7], our newly developed solver is
robust to the large viscosity jump. In order to get scalability
against an increasing problem size, our iterative Stokes flow
solver also involves the Geometric multigrid (GMG) process
as preconditioner, and its computational cost is dominant in the
overall performance of the solver. Therefore, in order to achieve
efficient parallel performance on ES2, careful implementation
of GMG method with agglomeration technique is required [7].

Our simulation could successfully reproduce the evolution
of Rayleigh-Taylor instability of spherical metal layer (Fig. 1)
with various model parameters. This simulation code allows one
to tackle the controversial issue of the overturn process in the
Earth's core formation, between the central planetary embryo
and surrounding iron layer (Fig. 2).

3. Development of mantle convection simulation code

(Kameyama)

In this project, we are also developing a new simulation
code of mantle convection, based on our own code named
"ACUTEMan" [8-10], which includes the effect of two-phase
flow, i.e., the presence and/or migration of molten materials in
a solid mantle. Through the temporal evolution of the terrestrial
planets, two-phase flow is considered to play crucial roles in the
development of thermal and chemical structures of the interior
by, for example, an intrusion of molten liquid iron into an
unmolten (silicate) protocore in the earliest stage of the planets.
Therefore, it is one of the most important directions of the
studies of solid Earth sciences to establish numerical techniques
of large-scale simulations of mantle convection incorporating
the effects of two-phase flow.

In this FY, we concentrated our effort to the construction
of the numerical techniques of material transport in two-phase
system. In particular, we focused on an efficient scheme of
motion of molten (liquid) phase, which is expected to occur
much faster than that of highly viscous (solid) phase. Here, we
assumed that the motion of the liquid phase takes place as a
permeable flow through a solid matrix. Note that the validity
of the above technique in solid Earth sciences has been already
demonstrated by one-dimensional numerical modeling of fluid
migration during a shear deformation of fault zone [11]. In
addition, we extended the technique to the problems where
a flow occurs simultaneously in both the molten (liquid) and
unmolten (solid) phases, by assuming that the motion of solid
phase is driven by the balance between the viscous resistance
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and the buoyancy force coming from the mixture of two phases.
By conducting several preliminary calculations with varying
permeability and/or density gap between the phases, we have
confirmed that our numerical technique successfully solve the
motion of molten phase even in the presence of flow in solid
phase.
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During an explosive volcanic eruption, an eruption cloud forms a buoyant eruption column or a pyroclastic flow. We investigated
the critical condition that separates these two eruption styles (column collapse condition) by performing a series of three-dimensional

numerical simulations. We identified two types of column collapse in the simulations: collapse from a turbulent jet which efficiently

entrains ambient air (jet-type collapse) and that from a fountain with a high concentration of ejected materials (fountain-type

collapse). Which type of collapse occurs depends on whether the critical mass discharge rate for column collapse (MDR,) is larger

or smaller than that for the generation of fountain (MDR;) for a given exit velocity. When the magma temperature is relatively low,

MDR. is smaller than MDRg; therefore, the jet-type column collapse occurs at the transition between a buoyant eruption column and

a column collapse. When the magma temperature is high, on the other hand, MDR¢ is larger than MDR¢; the column collapse always

occurs in the fountain-type regime.

Keywords: volcanic eruption cloud, column collapse condition, pseudo-gas model, turbulent mixing, volcanic hazard

1. Introduction

During explosive volcanic eruptions, a mixture of hot ash
(pyroclasts) and volcanic gas is released from the vent into
the atmosphere. The mixture generally has an initial density
several times larger than atmospheric density at the volcanic
vent. As the ejected material entrains ambient air, the density
of the mixture decreases because the entrained air expands
by heating from the pyroclasts. If the density of the mixture
becomes less than the atmospheric density before the eruption
cloud loses its upward momentum, a buoyant plume rises
to form a plinian eruption column. On the other hand, if the
mixture loses its upward momentum before it becomes buoyant,
the eruption column collapses to generate a pyroclastic flow.
Because the impact and type of volcanic hazards are largely
different between these two eruption regimes, the prediction of
the condition where an eruption column collapses to generate
a pyroclastic flow has been of serious concern; we refer to this
condition as "the column collapse condition" [e.g., 1].

Previously, the 1-dimensional (1-D) steady eruption column
models [e.g., 2] enabled us to predict column heights and
column collapse condition for given magma properties (e.g.,
water content, ny, and temperature, T,) and source conditions
(e.g., vent radius, L,, velocity, w,, and mass discharge rate, m).
These models capture the basic physics of column collapse,
and their predictions show a quasi-quantitative agreement
with field observations of witnessed eruptions [e.g., 3]. Recent
works based on the numerical simulations [4] pointed out that
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the column collapse condition depends on the 2-D and 3-D
structures of flow. The flow of a gas-pyroclast mixture near the
vent is characterized by a concentric structure consisting of an
outer shear region and inner dense core. When the mixture is
ejected from a large vent, the outer shear region cannot reach the
central axis before the initial momentum is exhausted, so that
the inner dense core generates a fountain structure. On the other
hand, for the eruption from a relatively narrow vent, the inner
dense core disperses due to turbulent mixing and the eruption
cloud collapses without a fountain structure.

In this study, we attempt to systematically understand how
these 2-D and 3-D effects modify the column collapse condition.
For this purpose, we carried out a number of 3-D numerical
simulations of eruption cloud with a high spatial resolution. On
the basis of an extensive parameter study, we made regime maps
of different flow patterns and determined the column collapse
condition.

2. Model Description

The simulations are designed to describe the injection of a
gas-pyroclasts mixture from a circular vent above a flat surface
in a stationary atmosphere with a temperature gradient typical
of the mid-latitude atmosphere. The vent is located in the center
of the ground surface. The physical domain involves a vertical
and horizontal extent of a few kilometers to several tens of
kilometers. At the ground boundary, the free-slip condition is
assumed for the velocities of the ejected material and air. At the
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upper and other boundaries of computational domain, the fluxes
of mass, momentum, and energy are assumed to be continuous.
A gas-pyroclasts mixture with fixed temperature and water
content is assumed to erupt at a constant velocity and mass
discharge rate at the vent. We assume that the pressure at the
vent is same as the atmospheric pressure for simplicity.

We apply a pseudo-gas model; we ignore the separation of
solid pyroclasts from the eruption cloud and treat an eruption
cloud as a single gas whose density is calculated from mixing
ratio of the ejected material and entrained air. The fluid
dynamics model solves a set of partial differential equations
describing the conservation of mass, momentum, and energy,
and constitutive equations describing the thermodynamic
state of the mixture of pyroclasts, volcanic gas, and air. These
equations are solved numerically by a general scheme for
compressible flow. In this study, the calculations are performed
on a 3-D domain with a non-uniform grid. The grid size is set
to be sufficiently smaller than L,/8 near the vent. Details of the
numerical procedures used in this study are described in Suzuki
etal. [4].

3. Flow Patterns of Eruption Cloud

In order to capture the characteristics of flow patterns and to
determine the column collapse condition, we have performed
a parameter study involving about 100 numerical simulations
for variable temperature (T,=550, 800, and 1000 K) and water
content (ny,=0.0123 and 0.0284). The mass discharge rate
ranges from 10* to 10° kg s™. The exit velocity is set to be 0.5a -
3a, where a is the sound velocity of gas-pyroclasts mixture.

The flow patterns in the simulation results are classified into
four flow regimes: eruption column with jet structure, eruption
column with fountain structure, jet collapse, and fountain
collapse. The representative features of each flow regime are
described below.

When the mixture is ejected from a narrow vent (L,=49 m,
T,=1000 K), a stable eruption column develops (Figs. 1la and
1b). The gas-pyroclasts mixuture is ejected from the vent as a
dense, high speed jet. After traveling a short distance from the
vent, the flow at the boundary between the jet and the ambient
air becomes unstable. The jet entrains ambient air by this shear
instability: it forms an annular mixing layer which surrounds
an unmixed core flow (Fig. 1a). We refer to the mixing layer
and the unmixed core flow as "the outer shear layer" and "the
inner flow", respectively. The inner flow is eroded by the outer
shear layer and disappears at a certain level. As the eruption
column further ascends, the flow becomes highly unstable and
undergoes a meandering instability that induces efficient mixing.
This stream-wise growth of the instabilities results in a complex
density distribution in the eruption cloud. Near the vent, the
outer shear layer has a lower density than that of air owing
to expansion of entrained air, whereas the inner flow remains
denser than air (Fig. 1b). After mixing by the meandering

108

instability, the mixture of the ejected material and the entrained
air generates a buoyant column. We refer to this flow regime as
"the jet-type column®.

When the gas-pyroclast mixture is ejected from a large vent
(Ly=154 m, T,=1000 K), the fountain structure develops (Figs.
Ic and 1d). Just above the vent, the inner flow is eroded by the
outer shear layer (Fig. 1c). In this run, because the vent radius
is large, the inner flow reaches the height where the initial
momentum is exhausted before the boundary between the
inner flow and outer shear layer meets the axis of the flow. The
ejected material in the inner flow subsequently spreads radially
at this height because of the larger density than that of air (Fig.
1d). Such radially suspended flow is commonly observed in
a fountain which results from the injection of a dense fluid
upwards into a fluid of lower density. The ejected material is
intensively mixed with the ambient air by the large-scale eddy
of the radially suspended flow. After the entrainment of ambient
air, the resultant mixture becomes buoyant and generates
upward flows from the large-scale eddy. We refer to this flow
regime as "the fountain-type column".

When the gas-pyroclast mixture is ejected from an extremely
large vent (L,=403 m, T,=1000 K), the eruption column
collapses from a fountain (Figs. 1le and 1f). As the vent radius
increases, the ratio of the entrained air against the ejected
material decreases, so that the average density of the mixture
increases. In this run, the dense part of the ejected material in
the fountain collapses to generate pyroclastic flows (Fig. 1f).
We refer to this flow regime as "the fountain-type collapse".

In contrast to the fountain-type collapse, when a low-
temperature mixture is ejected from a narrow vent (L,=11 m,
T,=550 K), the eruption column collapses from a jet (Figs. 1g
and 1h). In this run, the jet entrains ambient air by the shear
instability; the inner flow disappears at a height of 0.5 km (Fig.
1g). The mixture of the ejected material and the entrained air
continues rising up to ~1.0 km and falls down to generate a
pyroclastic flow because it has a larger density than that of air
(Fig. 1f). As the temperature of the ejected material is lower, the
larger amount of air should be entrained for eruption cloud to
become buoyant. In this run, the eruption cloud remains heavier
than air even though it entrains a large amount of air. We refer

to this flow regime as "the jet-type collapse".

4. Flow Regime Maps

On the basis of the parameter studies, we made new flow
regime maps (Fig. 2). When the magma temperature is relatively
low (T,=550 K), three flow regimes are identified: the jet-type
column, the jet-type collapse, and the fountain-type collapse
regimes (Fig. 2a). When the magma temperature is high
(T¢=1000 K), on the other hand, the possible flow regimes are
the jet-type column, the fountain-type column, and the fountain-
type collapse regimes (Fig. 2b).

The variation in the flow regime map suggests that two
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Fig. 1 Numerical results of the gas-pyroclasts mixture ejected from the volcanic vent. Figures (a), (c), (e) and (g) illustrate
the cross-sectional distributions of the mass fraction of the ejected material in x - z space. Figures (b), (d), (f) and
(h) illustrate the cross-sectional distributions of the density difference relative to the stratified atmospheric density
at the same vertical position, -Ap/p,=1- plp,, in X - Z space. (a, b) The jet-type column at 600 s after the beginning of
the eruption (M,=1x10" kg s, L,=49 m, w=173 m s™, T;=1000 K, n,=0.0284). (c, d) The fountain-type column at
190 s (m,=1x10° kg s, L,=154 m, w;=173 m s, T,=1000 K, n,,=0.0284). (e, f) The fountain-type collapse at 500 s
(m=1x10° kg s, L=403 m, w,=254 m s*, T,=1000 K, n,=0.0284). (g, h) The jet-type collapse at 120 s (m,=1x10°
kg s?, Ly=11 m, w,=179 m s*, T,=550 K, n,,=0.0284).
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critical conditions control the transition of the flow regimes:

the column collapse condition (solid curves) and the critical
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condition for the generation of fountain (dashed curves). When

the temperature is relatively low, the critical mass discharge

rate for the column collapse (MDR,) is smaller than that for the [2]
generation of fountain (MDR;) for a given exit velocity (Fig.

2a). In this case, the column collapse occurs in the jet-type and [3]
fountain-type regimes. The flow pattern at the column collapse
condition is characterized by the jet-type collapse. As the exit
velocity increases, MDR, increases with a slope similar to that
predicted by the 1-D model (see solid and dotted curves in Fig. [4]
2a). When the temperature is high, on the other hand, MDR,

is larger than MDR¢. In this case, the column collapse always
occurs in the fountain-type regime (Fig. 2b). The column
collapse condition for the fountain-type regime is largely
different from that predicted by the 1-D model; the increase rate

of MDR., based on the 3-D simulations is larger than that based

on the 1-D model (see solid and dotted curves in Fig. 2b).
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Fig. 2 Flow regime maps for (a) the low temperature case: group L, and (b) the high temperature case: group H. Purple pluses represent the jet-
type column regime. Red diamonds are the jet-type collapse regime. Blue triangles represent the fountain-type collapse regime. Green circles
indicate the fountain-type column regime. Solid curves are the column collapse condition. Dashed curves are the critical condition for the
generation of fountain. Dotted curves illustrate the column collapse condition predicted by the previous 1-D model.
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Solar and astronomical dynamics as well as volcanic activity is widely believed to play a crucial role for the variability of Earth's
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advance our understanding of the variability of the Earth's system caused by the dynamics in space and the deep interior of the Earth.

In FY 2010, we have continued the development of the several element models for space-earth environment system for the nucleation

of aerosol, cloud, the acceleration of energetic particles, respectively. Moreover, we began a new simulation study of global climate

variation depending on cloud droplet size in terms of the global circulation model.
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1. Introduction

Earth's environment is not isolated from the outside of the
atmosphere as well as from the interior of the solid earth. In
fact, the several evidences indicate that there is clear correlation
between the climate variation and sunspot activity. Also it is
widely believed that giant volcanic eruption may impact the
worldwide climate. However, the mechanism whereby the solar
activity may affect the climate is not well understood yet. It is
also a great issue for the study of geological history to reveal
how the surface environment and the deep-interior of the Earth
interact to each other.

Earth Simulator Project "Space and Earth System Modeling"
was established in order to understand the mutual relationship
between the surface environment and the activity in space and
the interior of the Earth. In FY 2010, we have continued the
development of the several element models which will compose
a space climate simulation system. They are the molecular
simulation of aerosol nucleation, the cloud simulation in terms
of super-droplet method, the particle simulation of energetic
particle acceleration, respectively. Moreover, we began a new
simulation study of global climate variation depending on cloud
droplet size in terms of the global circulation model, CFES
(Coupled model For the Earth Simulator). In the following
sections, we will explain about the detail of the each particular
model.
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2. A General Circulation Model Study of the Effect of
Changes in the Size of Cloud Droplets on Surface
Air Temperatures
The purpose of this study is to investigate the influence

of changes in size of cloud droplets may give to the earth

surface air temperature, using a coupled atmosphere-ocean
general circulation model, called CFES (Coupled model For
the Earth Simulator). In the present study, CFES was spun
up for 100 years with a default size of cloud droplets. The
control experiment afterward was run for 10 years further
without changing the diameter of cloud droplets (control run).

Two sensitivity experiments were performed for 10 years by

suddenly making the diameter of cloud droplets half (half run)

and double (double run). Figure 1 shows time series of global,
monthly mean surface air temperatures where control run is
black curve, half run blue curve, and double run red curve.

The global, monthly average surface air temperature decreases

about three degrees K within eight years when the diameter

of cloud droplets is halved. On the other hand, the surface air
temperature increases about three degrees within eight years
when the diameter of cloud droplets is doubled. Interestingly,
the cloud amount does not uniformly increase over the globe
but it decreases in some regions when the diameter of the cloud
droplet is halved. Also, the amount of clouds does not always
increase in the region where the temperature largely decreases.
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We are currently analyzing the results in detail.

3. Micro-Macro Interlocked Simulation of Cloud
Formation and Precipitation
Although clouds play a crucial role in atmospheric
phenomena, the numerical modeling of clouds remains
somewhat primitive. We have developed a novel, particle-
based, probabilistic simulation scheme of cloud microphysics,
named the Super-Droplet Method (SDM), which enables

accurate numerical simulation of cloud microphysics with less
demanding cost in computation [1]. The SDM is implemented
on the Cloud Resolving Storm Simulator (CReSS), which is a
well-established cloud-resolving model developed by K.Tsuboki
et al., and we call this new model the CReSS-SDM.

In 2010 FY, we have incorporated more detailed and
advanced microphysical processes into the CReSS-SDM. For
checking the reliability of the CReSS-SDM, we have simulated

a field of shallow convective maritime clouds using the so-called

Fig. 1 Time series of global mean T2 (two meter air temperature) where control run is black

curve, half run blue curve, and double run red curve. The unit of X-axis is year, and that

of Y-axis K, respectively.

Fig. 2 Comparison of the CReSS-SDM output with the OAP-2DS instrument which measures
sizes of drizzle and rain drops. The spectra in the 30 um - 3 mm range seem almost

quantitatively comparable.
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RICO set-up [2]. Model results are compared with simulations
employing bulk treatment of cloud microphysics as well as with
aircraft observations of cloud-droplet size spectrum during the
RICO experiment [3]. As a result, we found a good agreement
of the CReSS-SDM and the actual measurement (Fig.2).
Concurrently, to further accelerate the computation, we are
constructing a general mathematical framework for a certain
type of the Micro-Macro Interlocked Simulation, which is based
on the mathematical idea that a Macro variable could be a set
of coordinates on a certain invariant manifold embedded in the
phase space of the Micro model. The possibility to apply this
framework to the cloud simulation is also under investigation.

. Super-diffusive Transport of Energetic lons
Associated with a Coronal-mass-ejection-driven
Interplanetary Shock
We have performed collisionless shock simulations using a

one-dimensional hybrid particle-in-cell method to investigate

the energy spectra of the differential intensity around the quasi-
parallel shocks [4]. This work is necessary to estimate the
precipitating flux of energetic particles on Earth's surface. The
system size is sufficiently large (200,000 ion inertia length) in
order to eliminate the unphysical effect caused by the upstream
boundary. The obtained spectra of the differential intensity have
the shape of the power-law with exponentially falling off in
higher energy as predicted in previous simulations, however, the
power-law indices and e-folding energy do not depend on the
shock parameters, the shock Mach number (7.1-11.7) and the
shock angle (10-40 degree). The power-law index is 0.9~1.1.

This number is close to the prediction by the standard diffusive

shock acceleration theory but is a little harder than the predicted

Chapter 1 Earth Science

value (1.0). The e-folding energy linearly increases in time for
all runs. Figure 3 schematically summarizes the time evolution
of the energy spectrum observed in the quasi-parallel shock
region. Moreover an additional acceleration process is also
observed in the present runs and this additional acceleration
process suggests that the index is modified from 1.0. One of the
reasons for these independent profiles on shock parameters is
that the pitch angle distribution in the upstream region shows

similar profiles in each run.
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Fig. 3 The schematic illustration of the energy spectrum observed around the quasi-parallel
shock. The spectrum consists of three components, thermal component in lower energy,
power-law body with the index of 1.5, and exponential falling in higher energy.
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The Scalable Software Infrastructure Project was initiated as a national project in Japan for the purpose of constructing a scalable

parallel software infrastructure for scientific computing. The project covered three areas: iterative solvers for linear systems, fast
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1. Overview

Construction of a software infrastructure for highly parallel
computing environments requires precisely prediction of future
hardware technologies, and design of scalable and portable
software for these technologies.

The Scalable Software Infrastructure for Scientific
Computing (SSI). Project was initiated in November 2002,
as a national project in Japan, for the purpose of constructing
a scalable software infrastructure [1], [2], [3]. Based on the
policies, we have used various types of parallel computers, and
carefully designed our libraries on them, to maintain portability
and usability. The architectures included shared-memory parallel
computers, distributed-memory parallel computers, and vector
supercomputers. Since 2006, the SSI project has been selected
for a joint research with the Earth Simulator Center to port our
libraries on massively parallel vector computing environments.
Since 2003, we have signed a contract with the IBM Watson
Research Center on the joint study of library implementation
on massively parallel environments with tens of thousands of
processors. The results of the SSI project will be evaluated on
larger computers in the near future.

In the SSI project, we have studied object-oriented
implementation of libraries, autotuning mechanisms, and
languages for the implemented libraries. The results were
applied to a modular iterative solver library Lis and a fast
Fourier transform library FFTSS. The libraries were written in C
and equipped with Fortran interfaces. We have also developed a
simple interface for library collections SILC, with an extension
to scripting language.
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2. Lis: a Library of Iterative Solvers for Linear

Sytems

In the fields such as fluid dynamics and structural analysis,
we must solve large-scale systems of linear equations
with sparse matrices to compute high resolution numerical
solutions of partial differential equations. We have developed
Lis, a library of iterative solvers and preconditioners with
various sparse matrix storage formats. Supported solvers,
preconditioners, and matrix storage formats are listed in Table.
1-4. We present an example of the program using Lis in Fig. 1.

There are a variety of portable software packages that are
applicable to the iterative solver of sparse linear systems.
SPARSKIT is a toolkit for sparse matrix computations written
in Fortran. PETSc is a C library for the numerical solution of
partial differential equations and related problems, which is to
be used in application programs written in C, C++, and Fortran.
PETSc includes parallel implementations of iterative solvers
and preconditioners based on MPI. Aztec is another library of
parallel iterative solvers and preconditioners written in C. The
library is fully parallelized using MPI. From the viewpoint of
functionality, our library and all three of the libraries mentioned
above support different sets of matrix storage formats, iterative
solvers, and preconditioners. In addition, our library is
parallelized using OpenMP with the first-touch policy and takes
the multicore architecture into consideration. Many feedbacks
from the users have been applied to Lis, and Lis has been tested
on various platforms from small personal computers with Linux,
Macintosh, and Windows operating systems to massively
parallel computers, such as NEC SX, IBM Blue Gene, and Cray
XT series. Major tested platforms and target options are listed
in Table. 5-6. The code of Lis has attained the vectorization
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Table 1 Solvers for linear equations.

CG CR
BiCG BiCR
CGS CRS
BiCGSTAB BiCRSTAB
BiCGSTAB(l) GPBICR
1.0.x GPBiC(_; Added in 1.1.x BiCRSafe
Orthomin(m) FGMRES(m)
GMRES(m) IDR(s)
TFQMR MINRES
Jacobi
Gauss-Seidel
SOR
Table 2 Solvers for eigenproblems.
Power Iteration
Inverse Iteration
Approximate Inverse Iteration
Added in 1.2.0 Conjugate Gradient
Lanczos lteration
Subspace lteration
Conjugate Residual
Table 3 Preconditioners.
Jacobi Crout ILU
ILU(K) ILUT
SSOR Additive Schwarz
1.0.x Hybrid Added in 1.1.0 | User defined preconditioner
1+S
SA-AMG
SAINV
Table 4 Matrix storage formats.
Compressed Row Storage
Compressed Column Storage
Modified Compressed Sparse Row
Point Diagonal
Ellpack-Itpack generalized diagonal
Jagged Diagonal Storage
Dense
Coordinate
Block Sparse Row
Block Block Sparse Column

Variable Block Row
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Table 5 Major tested platforms.

C compilers (ON)

Intel C/C++ Compiler 7.0, 8.0, 9.1, 10.1, 11.1, | Linux

Intel C++ Composer XE Windows

IBM XL C/C++ V7.0, 9.0 A.IX
Linux

Sun WorkShop 6, Sun ONE Studio 7, Solaris

Sun Studio 11, 12

PGI C++6.0,7.1,10.5 Linux
Linux

gcc 3.3,4.3 Mac OS X
Windows

Microsoft Visual C++ 2008, 2010 Windows

Fortran compilers (optional) (ON]

Intel Fortran Compiler 8.1, 9.1, 10.1, 11.1, Linux

Intel Fortran Composer XE Windows

IBM XL Fortran V9.1, 11.1 A.IX
Linux

Sun WorkShop 6, Sun ONE Studio 7, Solaris

Sun Studio 11, 12

PGI Fortran 6.0, 7.1, 10.5 Linux

g77 3.3 Linux

gfortran 4.3, 4.4 Mac OS X

995 0.91 Windows

Table 6 Major target options.

<target>

Configure scripts

cray_xt3

Jconfigure CC=cc FC=ftn CFLAGS="-03 -B -fastsse -tp k8-64"
FCFLAGS="-03 -fastsse -tp k8-64 -Mpreprocess" FCLDFLAGS="-Mnomain"
ac_cv_sizeof void p=8 cross compiling=yes --enable-mpi

ax_f77_ mangling="lower case, no underscore, extra underscore"

fujitsu_pq

Jconfigure CC=fcc FC=frt ac_cv_sizeof void p=8

CFLAGS="-03 -Kfast,ocl,preex" FFLAGS="-03 -Kfast,ocl,preex -Cpp"
FCFLAGS="-03 -Kfast,ocl,preex -Cpp -Am"

ax_f77_mangling="lower case, underscore, no extra underscore"

hitachi

J/configure CC=cc FC=f90 FCLDFLAGS="-1{90s" ac_cv_sizeof void p=8
CFLAGS="-Os -noparallel" FCFLAGS="-Oss -noparallel"
ax_f77 mangling="lower case, underscore, no extra underscore"

ibm_bgl

J/configure CC=blrts xlc FC=blrts x1f90

CFLAGS="-03 -qarch=440d -qtune=440 -gstrict
-1/bgl/BlueLight/ppcfloor/bglsys/include"”

FFFLAGS="-03 -qarch=440d -qtune=440 -qsuffix=cpp=F -qfixed=72 -w
-I/bgl/BlueLight/ppcfloor/bglsys/include"”

FCFLAGS="-03 -qarch=440d -qtune=440 -gsuffix=cpp=F90 -w
-1/bgl/BlueLight/ppcfloor/bglsys/include"

ac_cv_sizeof void p=4 cross_compiling=yes --enable-mpi

ax_f77 mangling="lower case, no underscore, no extra underscore"

nec_es

J/configure CC=esmpic++ FC=esmpif90 AR=esar RANLIB=true
ac_cv_sizeof void p=8 ax_vector machine=yes cross_compiling=yes
--enable-mpi --enable-omp

ax_f77 mangling="lower case, no underscore, extra underscore"

nec_sx9_cross

Jconfigure CC=sxmpic++ FC=sxmpif90 AR=sxar RANLIB=true
ac_cv_sizeof void p=8 ax_vector machine=yes cross_compiling=yes
ax_f77 mangling="lower case, no underscore, extra underscore"

5
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Fig. 1 Example of the C program using Lis.

ratio of 99.1% and the parallelization ratio of 99.99%. We show
a comparison of the MPI version of Lis and PETSc in Fig. 2,
for solving a three-dimensional Poisson equationon an SGI
Altix 3700 with 32 processors, processors, which suggests the
practicality of our library.

In recent years, multilevel algorithms for large-scale linear
equations, such as the algebraic multigrid (AMG), have been
investigated by many researchers. In most cases, multigrid
methods show linear scalability, and the number of iteration
counts is O(n) for a problem of size n. The algebraic multigrid
method is based on a principle similar to the geometric
multigrid, which utilizes the spatial information on physical
problems, but this method differs from the geometric multigrid
by considering the coefficient as a vertex-edge incidence
matrix. In addition, by using the information on the elements
and their relations, this method generates coarser level matrices
without higher frequency errors. The complexity of the
algebraic multigrid is equivalent to the geometric multigrid
and can be applied to irregular or anisotropic problems. We
proposed an efficient parallel implementation of the algebraic
multigrid preconditioned conjugate gradient method based on
the smoothed aggregation (SA-AMGCG) and found that the

Fig. 2 Comparison of the MPI version of Lis and PETSc. Matrix size is
1,000,000 and number of nonzero entries is 26,207,180.
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proposed implementation provides the best performance as
the problem size becomes larger [38]. Currently, the algebraic
multigrid is the most effective algorithm for the general-purpose
preconditioning, and its scalability is also remarkable. We have
implemented the algebraic multigrid in Lis and have tested the
algebraic multigrid in massively parallel environments. We
presented weak scaling results for a twodimensional Poisson
equation of dimension 49 million on 1,024 nodes of a Blue
Gene system in Fig. 3.

The convergence of the Krylov subspace methods are much
influenced by the rouding errors. Higher precision operations
are effective for the improvement of convergence, however the
arithmetic operations are costly. We implemented the quadruple
precision operations using the double-double precision for both
the systems of linear equations and the eigenvalue problems,
and accelerated them by using Intel's SSE2 SIMD instructions.
To improve the performance, we also applied techniques such as
loop unrolling. The computation time of our implementation is
only 3.5 times as much as Lis' double precision, and five times
faster than Intel Fortan's REAL*16. Furthermore, we proposed
the DQ-SWITCH algorithm, which efficiently switches the
double precision iterations to the quadruple precision to reduce

Fig. 3 Comparison of AMGCG and ILUCG.



the computation time. The idea of the SIMD accelerated double-
double precision operations was incorporated into Japan's next
generation 10 petaflops supercomputer project by RIKEN.

In structural analysis and materials science such as solid-
state physics and quantum chemistry, efficient algorithms
for large-scale eigenproblems for large-scale simulations
are indispensable. There are several methods to compute
eigenvalues of large-scale sparse matrices. We implemented
major algorithms based on the Krylov subspace, from
the viewpoint of scalability in parallel environments. The
eigenproblems can be solved combined with appropriate
preconditioners, including the algebraic multigrid.

The performance of iterative solvers is affected by the
data structure of given matrices, the methodology of their
parallelization, and the hierarchy of computer architectures. We
have studied the validity of the performance optimization of
iterative solvers by benchmarking the MFLOPS performance
of matrix vector product kernels on the given computing
environment. Figure 4 shows the performance of a kernel
spmvtestl, derived from a discretized 1-dimensional Poisson
equation, for size from up to 1,280,000 on a single node of
SX-9 at JAMSTEC, and Fig. 5-7 show the performance for size
up to 40,960,000 on three scalar clusters with DDR Infiniband
interconnect at Kyushu University. While the scalar architecture
based machines show performance degradation after they reach
their peak performance with the data size of 500kB to 2MB per

m CRS
70,000
60,000 mCCs
» 50,000 B MSR
& 40,000 m DA
-
T 30,000 mEL
= 20,000 - DS
10,000 p———
0 psgp  WBSR
1 2 4 8 CRS @ BSC
#cores m COO

Fig. 4 Performance of spmvtestl for size from 40,000 to 1,280,000 on a
single node of the Earth Simulator 2.

m CRS
600,000
500,000 m CCS
& 400,000 @ MSR
S 300,000 m DA
S 200,000 mELL
100,000 = JDS
0 m BSR
m BSC
m COO

Fig. 5 Performance of spmvtestl for size from 320,000 to 40,960,000
on the Fujitsu PRIMEGY RX200S3 Cluster at Kyushu
University.
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core, vector architecture shows gradual performance increase
until it reaches about 8-9GFLOPS per core (with the diagonal
(DIA) format in this case), and keep it as the data size grows. It
suggests that we should use as many cores with large caches as
possible when using a scalar architecture for such problems.

To date, we have counted more than three thousand projects
around the world. It is just the first step for us to achieve
more flexibility in scalable scientific computing, but we hope
our efforts reduce some barriers towards upcoming exascale

scientific computing environments in the near future.
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Nano carbon materials as nanotube, fullerene and graphen have a potential for applications to the advanced industries. For nano
carbon materials, it has been recognized as large-scale simulation is a powerful and efficient tool to find and create new functional
nano carbon materials.

Aiming at conducting the productive simulation for nano-materials, we have developed the large-scale simulation models such as
tight-binding molecular dynamic model, ab-initio density functional theory (DFT), and time-dependent DFT model.

In this term, by utilizing these models effectively, we have studied various physical properties of nano-carbon and applications
such as (1) application of novel functions of Mackay Crystal to solar cell, (2) Large-scale Simulation on Electron Conduction in
Carbon Nanotubes at Finite Temperature, (3) applications of time-dependent density functional theory for photo-chemical reaction
of molecules inside CNTs. Along these works, we have realized as the Earth Simulator is a very powerful tool for large-scale nano-
material simulations.

Keywords: Large scale simulation, TB theory, ab initio theory, Time-dependent DFT, Carbon Nanotube, Fullerenes, Graphene,
Mackay crystal, solar cell, Green energy, quantum electronic transport, photoelectric material

1. INTRODUCTION which there are three primary objectives as (1) design of
Nano-carbon materials have been expected to bring innovative nonmaterial with the required properties; (2) obtain
breakthrough to material science and nanotechnology. A lot of fundamental properties in nano-scale matter, and (3) develop
potential applications of nanotube and fullerene to electronic new applications.
devices have been attracted to scientists and engineers.
In the present days, large-scale numerical simulation by 2. Physical studies on nano materials
using supercomputer's computational performance has turnedto 2.1 Application of Novel Functions of Mackay Crystal to

be a very efficient tool and leverage for investigating their novel Solar Cell ™
material properties. It now allows us to simulate complex nano- We have carried out the extensive simulation on the Mackay
structures with more than ten thousand atom of carbon crystals using GSW method to find synthesis process and DFT

Aiming at using large-scale simulations on the Earth approximation to obtain mechanical and electrical properties. In
Simulator, we have developed an application package of 2009, from the investigation on electronic properties of Mackay
ab initio DFT theory and parameterized tight-binding (TB) crystals, it was indicated that the band gap of Mackay crystals of
models. Especially, the TB model shows that it is very suitable P48, P144 and P192 are ranged from 0.05eV to 0.94 eV. On the
for the very large systems even if it has a lack of symmetrical basis of this prediction, we proposed that a tandem-type solar
arrangement. cell could be conceptually designed by stacking Mackey crystal

In this term, we have carried out simulation studies, in films with the different size. This solar cell would be able to
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Fig. 1 A carbon surrounded only hexagon is replaced by Boron and
Nitrogen atom. Replaced energy is described at the right side.

Fig. 3 The N-doping leads to injection of
electron in the energy band.

absorb the sun light with near infrared light.

The electrical energy is converted from photon energy of
solar cell. In order to derive electrical energy from the Mackay
crystal, we have to set p-n semi-conductance junction. In this
year, we have simulated the electronic structure of Mackay
crystals with Nitrogen and Boron as the doping material for
producing p-n Mackay junction. Nitrogen and Boron inject
electrons and holes into the crystal as the carrier mobility,
respectively, into the crystal. Figures 1 and 2 show the energy-
dependence of doping materials inserted to different atomic
sites. From these figures, it is clear that the doped atomic site is
surrounded by only hexagons and by two hexagon and octagon
in fig. 3, respectively. The replaced energy measured from pure
crystal is also exhibited at the right side in Figs. 1 and 2. The
simulation has revealed the doping of Nitrogen and Boron are
more stable at octagonal than hexagonal one.

Figures 3 and 4 show the electrical density of state for
Nitrogen and Boron doping to the octagonal site. The N-doping
(B-doping) leads to the injection of holes (electrons) as shown in
Fig. 3 (Fig. 5). Such as band structure indicates N- and B-doping
to Mackay crystal can lead to a carrier of hole and electrons in
the crystal.

As the next step, from valence-conduction band transition
probability, we plan to simulate the photon energy absorption
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Fig. 2 A carbon surrounded two hexagons and a octagon
are replaced by Boron and Nitrogen atoms. Replaced
energy is described at the right side.

Fig. 4 The B-doping leads to injection of hole
in the energy band.

efficiency. Mackay crystals are expected to be a highly efficient
photoelectric material for solar cell.

2.2 Large-scale simulation on electron conduction of car-
bon-nanotubes in finite-temperature environments

The rapid development of integrated circuit technology is
primarily achieved due to the sustained downscaling in the
metal-oxide-semiconductor field effect transistor (MOSFET).
Moore's law is a phenomenological observation that the number
of transistors on integrated circuits doubles every two years.
Silicon-based MOS technology, however, is considered to face
technical and economical limits as soon as at the end of this
decade. Therefore, new types of nanoscale devices are being
investigated aggressively. In this context, a lot of attention is
paid to integrated circuits made of carbon-nanotubes (CNTS).
In nano-scale systems, the macroscopic Ohm's law breaks down
due to the various effects caused by finite size effects. Here one
needs to study the transport behavior of CNTSs using a quantum
mechanical description.

Our group has been developing an order-N code for
simulating electron conduction. Our approach is based on the
non-equilibrium Green's function (NEGF) formalism which
is the method of choice to evaluate electron conductance in
nanostructure.
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The true electron conduction is obtained by taking the limit
as g tends to positive zero. In order to calculate the NEGFs
in the above equations, we have adopted the embedding
potential method which works well on treating quasi-one-
dimensional systems such as carbon-nanotubes. This method
provides an algorithm of the order-N, indicating the possibility
of performing high-performance computation in large-scale
models. The NEGF formalism can also be applied to CNTs of
arbitrary chirality or CNTs with defects.

Moreover, by solving self-consistently the coupled NEGF
and three-dimensional Poisson equations, we can obtain the
electrostatic potential distribution in carbon-nanotubes. In this
case, we need to solve the Poisson equation as fast as possible.
A promising method for this is to use the substitute charge
method. However, since the conventional substitute charge
method determines the values of the charges on the basis of
empirically-predicted charge distribution, this method has
the problem that its calculation accuracy depends on how to
select the substitute charge distribution. Therefore, we have
developed a new method by changing not only the values of
the charges but also their positions. Our method allows us to
impose the Dirichlet boundary conditions on three-dimensional
surfaces with arbitrary shape and to treat even problems with
incomplete boundary conditions. In addition, once the substitute
charge distribution is determined, there is no need to repeat this

procedure any more. This makes efficient and stable calculation

@
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possible. As an application of our substitute charge method, we
consider the system consisting of one gate and two electrodes as
shown in Fig.5 (a), where the gate voltage is 2.0 eV and the bias
applied between two electrodes is 1.0 eV. Then, the effect of the
gate and electrodes is represented by the substitute charges as
shown in Fig. 5 (b).

Now, in order to simulate microscopic electron conduction
at atomic scale using our method, we need to calculate NEGFs
of which number is equal to the number of mesh points used
in numerical integration with respect to energy. On the one
hand, the accuracy of calculation increases with the increase
of the number of mesh points; on the other hand, the number
of mesh points needed to obtain reliable estimates of the
electron conduction increases inversely proportionally with
the strength of nanotube-electrode junction. As a result, when
the strength of the junction is comparatively small, it takes
enormous computing time to simulate the electron conduction.
To overcome this difficulty, we have developed a method for
computing the NEGFs with high accuracy and high speed by
applying analytic continuation via the Pade approximants.
An example of our method is shown in Fig. 6. We first have
simulated NEGFs at g = 0.00094278 eV through the embedding
potential method and computed the electron current indicated by
the green circle. Using these NEGFs as input data of the Pade
approximants, we obtained the electron currents represented
by the blue triangles. Finally, applying the Pade approximants
again to the values of the electron current corresponding to
different values of g, we obtained the ideal results which are
obtained in the limit as g tends to positive zero (the red lozenge
in Fig. 6).

According to the simulation results using 80 nodes (640
processors) on the Earth Simulator, it took about 1,800 sec to
compute all the NEGFs with out method. On the other hand,
when all the NEGF is computed directly without the Pade
approximants, it took about 5,100 sec to perform the same
simulations. Hence, our method is about 2.8 more effective than
that without the Pade approximants.

(b)

Fig. 5 (a) Schematic view of the system consisting one gate and two electrodes; (b) the different
color dots represent different values of the substitute charge.
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Fig. 6 The green circle was calculated via the embedding potential
method. The blue triangles were evaluated from the Pade
approximants of which input data are the NEGFs at g =
0.00094278 eV. The red lozenge is estimated using the value of
the blue triangles as input data of the Pade approximants.

2.3 Application of time-dependent density functional
theory for photo-chemical reaction of molecules
inside CNTs &

Following 2009, application of femto-second laser was
investigated for photo-chemical reaction of molecules inside
CNTs. Since molecules in gas phase are dilute and thus has
low cross-section of photo-irradiation, confining molecules into
nano-space was expected effective to increase the cross-section.
A question here is whether there is proper material which can
confine molecules in narrow space and can penetrate optical
field. We tested semiconducting (8,0) CNT, and discovered
this CNT works as nano-test-tube. We performed electron-ion
dynamics under present of pulse laser with alternating electric
field mimicking the laser pulse by solving time-dependent
Kohn-Sham equation

ih

%(tr't) = {HKS (r,t) + Vg (1, t)}lpn (r, 1),

which includes scalar potential mimicking optical field.

An HCI molecule was chosen as our case study, which is
historically studied as a subject of photo-induced disintegration.
When this is encapsulated inside (8,0) nanotube exothermically,

this molecule can be disintegrated as following figure with ultra-
short femto-second laser pulse with corresponding power is
1.91x10"W/cm?.

This result will stimulate experimental work in nanotube
community and been published in Physical Review Letters in
2010, as well as the last year's product (laser-induced graphene
exfoliation). Because of the mass difference, only H atom
obtained high kinetic energy which is enough to move outside
from the open-end of the CNT into the vacuum. We expect that
pulse laser can extract from any molecule that contains H atom
being encapsulated by CNT.

This year, we are exploring more complex situation, i.e., a
molecular dimer of acetylene which never exists in natural gas
phase but can exist in CNT. Pulse-induced synchronized motion
of two molecules inside CNT is monitored by the simulation.
We expect that further time-simulation will reveal a new path of
chemical reaction of these molecules.

3. SUMMARY

Large-scale simulations have been carried out on
nonmaterial by using ab initio density functional theory and
the parameterized tight-binding models. These optimized
models allowed us to simulate the nano maretial properties with
excellent performance on the Earth Simulator. It enables us to
come across discoveries of novel phenomena in nano scale and
to find out some useful materials for clean energies and nano
device.
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The authors have been developing a crack propagation analysis system that can deal with arbitrary shaped cracks in three-

dimensional solids. The system is consisting of mesh generation software, a large-scale finite element analysis program and a fracture

mechanics module. To evaluate the stress intensity factors, a Virtual Crack Closure-Integral Method (VCCM) for the second-order

tetrahedral finite element is adopted and is included in the fracture mechanics module. The rate and direction of crack propagation are

predicted by using appropriate formulae based on the stress intensity factors. Combined with ADVENTURE system, a large-scale

fully automatic fracture analysis can be performed on ES2.

Keywords: fracture mechanics, crack propagation analysis, finite element method, domain decomposition method, aging structure

1. Introduction

For the realization of sustainable society in the 21 century,
assessment of gradually aging social infrastructure is becoming
important. Fracture analysis has been one of the key numerical
simulation for such problems. However, a three dimensional
crack analysis of a real world, highly complicated structure has
not been widely used yet, because of many obstacles including
the lack of computational power.

The authors have been developing an open-source CAE
system, ADVENTURE [1]. It is based on the hierarchical
domain decomposition method (HDDM) with the balancing
domain decomposition (BDD) pre-conditioner [2,3]. A general-
purpose structural analysis solver, ADVENTURE Solid is one
of the solver modules of the ADVENTURE system. On the
other hand, we have also been developing a system to support
a three dimensional fracture analysis[4], especially a fatigue
or SCC propagation analysis with many cracks of arbitrary
complicated shape and orientation. To integrate the large scale
structural analysis code with this fully automatic fracture
analysis capability, a direct fracture simulation of a highly
complicated realistic aging structure with explicit modeling of
cracks.

In this year, we conducted mainly two tasks, performance
tuning of ADVENTURE Solid for ES2 and developing mesh
refinement function for ADVENTURE Metis to generate large
model of over tens-of-billions DOFs.
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2. Performance Optimization of ADVENTURE Solid

As a continued effort to optimize our structural analysis
code, ADVENTURE Solid, on The Earth Simulator 2, we have
chosen two approaches. One is to optimize the ADVENTURE
Solid code within the range of the existing design, by varying
a few selected performance-sensitive parameters. The other is
to apply more drastic design changes, such as the local Schur
complement approach, already described briefly in the last year's
ES report.

Here, the performance design issues of ADVENTURE
Solid are briefly explained. ADVENTURE Solid is based on
the hierarchical domain decomposition method (HDDM). In
HDDM, a whole analysis domain is subdivided into many small
subdomains. The parallelization of ADVENTURE Solid code is
primarily based on subdomain-wise FEM calculation. On the FE
analysis of each subdomain, a linear system of the subdomain
stiffness matrix is solved. A skyline solver is employed for the
solution of the relatively small system. In the current version
of ADVENTURE Solid, this subdomain-wise skyline solver
is identified as a hot spot. The inner-most loop of the hot spot
is the double loop in forward and back substitution of the
skyline solver. Its loop length, which means the band width of
the skyline matrix, is not so large. It is usually about several
hundreds.

As for the former approach, we selected average subdomain
size of the domain decomposition method as the most
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performance-sensitive parameter. This parameter controls the
effective vector length of inner-most loops of ADVENTURE
Solid. By varying the subdomain size parameter in the input data
files through the analysis of 245 million DOF Pantheon model
(Fig. 1), about 15% of peak performance was achieved. In this
case, vector operation ratio was 98.57%. Using 512 processors,
6.5 T flops was obtained. The analysis of this Pantheon model
took 18.6 minutes, using 4.1 TB memory. The number of DDM
iterations was 277. Each DDM iteration took 2.48 seconds (Table
1).

As the latter approach, the local Schur complement (LSC) of
each DDM subdomain is explicitly formed. An LSC matrix is a
symmetric full matrix. In each DDM iteration, simply a matrix
vector product using the LSC is performed for each subdomain.
The last year, the performance of this approach itself has already
been investigated fully using the extracted hot spot code from
ADVENTURE Solid. About 40% of the peak performance was
obtained through the hot spot code. This year, the new LSC-
based performance design was verified within the single process
code of ADVENTURE Solid. Scalar version of this new LSC
implementation achieved about twice faster than the exisiting
implementation using skyline solver for the DDM subdomain

local solver on PC. This means the total number of floating point

Fig. I Section View with Equivalent stress of 245 million DOFs
Pantheon model.

Table 1 Performances of Static analysis of 245 million DOFs Pantheon

model on 512 processors.

Performances
Time Memory FLOPS V.OP.Ratio
18.6 m. 417TB 65T 98.57 %

Average performances of CG iteration

Iterations of linear solver Computation time/iter

277 2.48 sec.

132

operations, or the number of 1/0 requests to memory system can
be halved by this approach.

3. Developing mesh refinement function for ADVEN-

TURE Metis

A mesh refinement function for ADVENTURE_Metis was
implemented, since the huge size models must be generated
because of the huge analyses in the Earth Simulator. As a result,
we have succeeded to generate the refined mesh models of more
than tens-of-billions DOF scales from the coarse mesh models of
about millions or ten-millions DOF scales in parallel computers
at short times (Fig. 2). The generated elements by the mesh
refinement function can be geometrically fitted on surfaces of
CAD models by shape functions of finite element method, as
shown in Fig. 3. Additionally, to generate mesh model of the
same scale size by memory-saving mode using only one CPU,

this system can be flexible for computer environment.

(a) Pressure vessel model.

Fig. 2 Refined mesh generating system.



(b) Original mesh of 10 million nodes.

(d) Second refined mesh of 480 million nodes.
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(c) First refined mesh of 68 million nodes.

(e) Third refined mesh of 3,600 million nodes.

Fig. 2 Refined mesh generating system.

(a) Initial meshalgorithm.

(b) Twice refined mesh by Geometry fitting algorithm.

Fig. 3 Geometry fitting function.
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This study is aiming at designing, by large-scale simulations, a new nano-scale devices of high temperature superconductor (HTC)

that would emit the terahertz wave continuously, for the purpose of developing a new application fields of teraherz waves that have

been abandoned so far as the untapped frequency range between photon and radio waves. A new light source of the continuous and

frequency terahertz wave, especially in the range of 1-4 THz, would be applicable to the advanced research fields of material science,

bioscience, medical and information technology.

The mechanism of generating the continuous terahertz waves, its optimum conditions and the frequency control have been

revealed so far through the large scale simulation using vast computing power of the Earth Simulator

One of challenges we are tackling is to design a wave guide that flexibly leads the terahertz waves to the object being irradiated.

In the wave guide the terahertz wave propagates dynamically with varying its wavelengths from nanometer to millimeters. Thus, for

searching the optimum conditions of the design, it is required to perform large and multi-scale simulation on the nonlinear dynamics

of terahertz wave in the three dimensional space in the device and wave guide.

This year, we have studied the conditions of the Josephson plasma that emit effectively the terahertz waves from a device of
BSCCO crystal to its outer-space, using 2 dimensional 1JJ device model. Furthermore, we have developed 3 dimensional model of 1JJ

device.

Keywords: high-temperature-superconductor, device, generating terahertz waves, stable excitation, Josephson plasma, high

performance computational resource, wave guide.

1. Introduction

Terahertz wave has been untapped electromagnetic wave,
in the frequency range from 0.3 to 10THz. The range is
overlapping the resonance frequencies of molecules and the
low-energy collective and elementary excitations such as carrier
scatting, recombination, and transporting etc. in substances.
Thus, terahertz wave has some potential for being applied to
the advanced research field of science and technology such
as spectroscopic analyses on dense or soft materials and bio-
molecules, medical diagnoses and information technology.
Especially, the tunable, continuous and intense terahertz waves
in the range of 1-4 THz are valuable for applications. But, it
would be hard to generate the continuous, tunable and intense
terahertz wave with 1-4THz, by conventional methods such as
quantum cascade laser and photo mixing.

Our challenges are to develop a new device of generating the
continuous and frequency-tunable terahertz waves in 1-4 THz
as a first stage, and to realize a terahertz light source finally.
Therefore, until 2009, we had revealed the mechanism and
optimum conditions of generating terahertz wave with the new
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device of the high temperature superconductor, by using large-

scale simulation with huge power of the Earth Simulator.

As a next step of our challenges, it was required to develop
the wave guide that leads the terahertz waves to the objects
being investigated. Thus, themes to be cleared are as follows as
shown in Fig. 1:

(a) Design of the optimum connection from the device to the
wave guide: configuration, size and material of device,
electrode and current, etc. for realizing the efficient emission
of Josephson plasma with less loss of power.

(b) Design of the wave guide from the device to the targets:
configuration, dimension and material of wave guide for
realizing the efficient propagation of THz waves with less
reflection, less decay of power.

Until FY 2009, we had conducted the basic studies, focusing
on the Josephson plasma excitation inside the device and using
quasi two-dimensional model of Josephson plasma dynamics.
Hereafter, it was made clear that it is required for us to design
the optimum structure of connection or boundary between inside
and outside of the HTC device and wave guide system.
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Fig. 1 Schematic diagram of measurement equipment using HTC device and the challenge of development of light source.

Terahertz wave emits and propagates through three-
dimensional configuration of device and guide with hetero
materials. Therefore, more accurate modeling efforts are
requited as follows; (a) to extend quasi 2 dimensional model
to multi-dimensional one, (b) to develop a parallel model of
coupling inside and outside of the HTC device for connecting
the inside and outside of the HTC device accurately and
(c) to tune those models to high performance computer for
overcoming the vast increase of computational loads during
multi-dimensional analysis.

In this year, (a) we have studied more effective methods that
emit the terahertz waves from inside of BSCCO crystal to the
outer-space, using 2 dimensional model of 1JJ device developed
last year. As for (b), we have developed 3 dimensional model of
13J device.

2. Multi-dimensional simulation models of 1JJ device
for generation of terahertz waves
2.1 Extension of quasi 2 dimentional model to multi-
dimensional 1JJ device model
In this year, we applied the advanced two dimensional model
of the generation of terahertz waves to study the optimum
conditions of the Josephson plasma emission. The reason
why the accurate multi-dimensional models are required is as

follows.

Josphson plasma excites when it resonates with the array
of fluxons and the most intense vibration of electric field that
is induced by vibrating superconducting currents appears in
parallel to layers (x-axis) and along layers (z-axis) near the
surface of the device. These vibrating electric fields on the
surface of the device induce the terahertz wave in the outside of
the device and then, the terahertz wave propagates to the outside
space. Until FY 2009, we had carried out the basic study on the
1JJ device by using a quasi two-dimensional model neglecting
the electric field parallel to the layers, because the electric field
is induced by superconducting currents along to the layers
(z-axis) generating intense terahertz waves. However, it was
required that the vibration of superconducting currents should
be correctly analyzed on the layers (x-axis) and along layers
(z-axis) for simulating the emission of the terahertz waves with
a high degree of accuracy.

Thus, the accurate two-dimensional model of the generation
of terahertz waves was developed last year by considering that
the electric fields are parallel to the layers, as shown in Fig. 2.

Base on the last year's activity, we have developed this
year the accurate three-dimensional model of the generation of
terahertz waves based on the accurate two-dimensional model.

Fig. 2 Accurate multi dimensional models.
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Fig. 3 13J device models for simulation.

Fig. 4 Simple plate models of device.

2.2 13J device models for simulation

We set the 13J device model for simulation, as shown in Fig. 3,
referencing the examples of experiments of terahertz generation.
In addition, we used simple plate models with both-side
electrode and without electrode as shown in Fig. 4, for making
clear the effects of configuration of electrode and dielectric on
emission of terahertz waves.

We also set the 2 dimensional simulation model for analysis
of terahertz emission from the surface of 1JJ device as shown in

Fig.5. Simulation was performed with the following parameters:
(a) Number of layers: Nc=70, (b) Device length : L=50pum,
(c) outer space area: about 100xmx100um, (d) Magnetic
field penetration depth from the bc and ab surface plane: Ac,
Aab:150pm, 0.212um, (e) Reduced quasi-particle conductivity
along c-axis: f=0.02 and along layer: Bab=0.01, (f) External
magnetic field: By= 0.5Testa and reduced external DC: J'=0.4.
The reduced external DC was impressed as step wise at reduced
time t'=0, and time development phenomena of Josphson plasma

Fig. 5 Simulation model for analysis of terahertz emission from the surface of 1JJ device.
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Fig. 6 Figure 6 Analysis cases for studying the affection of configuration of electrode and dielectric on

emission of terahertz waves.

excitation was simulated up to t'=100~200.

2.3 Analysis cases for studying the affection of
configuration of electrode and dielectric on emission
of terahertz waves

In this year, we focused on studying the effects of
configuration of electrode and dielectric on emission of terahertz

waves. The analysis cases are shown in Fig. 6.

3. Simulation results and affection of configuration of
electrode and dielectric on emission
We studied the effects of the configuration of electrode and
dielectric on the emission as follows.
3.1 Affection of electrode configuration on the emission
We compared the case of 1JJ device without electrode to the
case of one with both-side electrode by checking the oscillation

part of electric field of generated terahertz wave in outer-space
as shown in Fig. 7.

As for the 1JJ device without electrode, terahertz wave is out
of phase between upper and lower of device. Then the intensity
of terahertz wave in far field is canceled. On the one hand, in
the case of 13J device with both-side electrode, terahertz wave
is in phase between upper and lower of device. And the intense
terahertz wave propagates to far field.

Next, we simulated the Josephson plasma excitation by
checking the oscillating part of electric field of Josephson
plasma wave in the 1JJ device. The simulation showed that, in
the case of 1JJ device without electrode, there is incidence of
wave in an oblique direction from corner of 13J device as shown
in Fig. 8. This oblique direction wave disturbs the coherent
Josephson plasma excitation. On the one hand, in the case of 1JJ
device with both-side electrode, there is no incidence of wave in

Fig. 7 Affection of electrode configuration on emission of terahertz waves.
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Fig. 8 Affection of electrode configuration on Josephson plasma excitation in the 1JJ device.

Fig. 9 Affection of electrode configuration on Josephson plasma excitation.

an oblique direction from corner of 13J device.

Furthermore, we also compared the case of 1JJ device with
one-side electrode to the case of one with both-side electrode
as shown in Fig. 9.The simulation showed that, in the case of
1JJ device with both-side electrode, the excitation of Josephson
plasma excitation is stable. On the one hand, in the case of 1JJ
device with one-side electrode, the excitation is unstable.

From these studies, it is clear that, in electrode configuration,
the type of both-side electrode 1JJ device is favorable to
emission of terahertz waves from the edge of 1JJ device. Up to
now, however, the 1JJ device of one side electrode was used
for the almost reported experiments because of easiness to
fabricate the one side electrode device compared to both-side

one. Therefore it is summarized that the both-side electrode 1JJ
device is suitable to generate the intense and coherent terahertz
waves.

3.2 Effects of dielectric configuration on the emission

The case of homogeneous dielectric constant was compared
to the case of heterogeneous dielectric constant, for studying
the oscillation part of electric field as shown in Fig. 10. The
simulation cleared that intensity of homogeneous dielectric
constant is more than that of heterogeneous dielectric constant.
It indicates that increase of dielectric constant of outer space
strongly contributes to the emission of terahertz waves from
edge of 1JJ device.

Fig. 10 Affection of dielectric configuration on emission of terahertz waves.
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The ration of effective dielectric of 1JJ in BSCCO crystal to
dielectric in the outer-space is therefore very effective to the
emission. Thus, the effect of dielectric of 1JJ in BSCCO crystal
was studied theoretically. The effective dielectric of 1JJ is shown
as follows:

e = (1+222, /(Ds)(1 ~ cos(ag, /(Ne +1)))) e,

here, £ is effective dielectric of 1JJ, &c is dielectric of 1JJ
along c-axis, qc is wave number along c-axis of Josephson
plasma. Dependence of effective dielectric on Nc: number of
layers of BSCCO crystal strongly depend on number of layers
as shown in Fig. 11. For example, 10layers: ¢ eff = 18,000,
23layers: € eff = 3,810, 70layers: ¢ eff = 445,700~1000layers:
¢ eff = 14.5~12.2. This example shows that the difference of
effective dielectric between inside and outside of the device
decreases for large numbers of layers case.

The effective dielectric of 1JJ in BSCCO crystal indicated
to be sensitive to the numbers of layers of BSCCO crystal. It is
therefore summarized that BSCCO crystal with large numbers
of layers is favorable to emission of terahertz waves from edge
of 13J device.

3.3 Optimum design condition for intense coherent
terahertz wave generation
From the results, it is concluded that the configuration of
both-side electrode and large number of BSCCO crystal 1JJ
device are good conditions for realizing coherent and intense
terahertz wave generation.

4. Conclusion and future work

In this term, the accurate two-dimensional simulation
was performed, by large-scale simulation, for deigning the
conditions of effective emission of the Josephson plasma as

Fig. 11 Dependency of effective dielectric on number of layers of
BSCCO crystal. The case of qc=1 is node-less coherent
mode.
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the terahertz waves from the inside to the outside of 13J device.
The results showed that the configuration of both-side electrode
and large number of BSCCO crystal 1JJ device is effective for
coherent and intense terahertz wave generation.

In the next term, we run the large-scale 3D simulation model
for deigning more details of a terahertz light source that could
effectively guide the irradiation of terahertz waves from the
inside of the HTC device to the object placed in the outer-space.

The Earth Simulator shows clearly that the large-scale
simulation with high performances is an effective methodology
for developing new technologies.
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We performed high-resolution direct numerical simulations (DNSs) of canonical turbulent flows on the Earth Simulator 2. They
include (i) turbulent channel flow, (ii) quasi-static MHD turbulence in an imposed magnetic field, and (iii) turbulent boundary layer
on sinusoidal wavy walls. The DNSs provide invaluable data for the following studies, respectively; (1) the local anisotropy in small-
scale statistics in the log-law layer of turbulent channel flow, (2) anisotropy and intermittency of quasi-static MHD turbulence in an
imposed magnetic field, and (3) the effect of the wave length of the sinusoidal wavy wall upon the turbulent statistics. By the analysis
of the DNS data, it was shown that (1) the local anisotropy decreases with the distance from the boundary wall, (2) the magnetic field
enhances the intermittency, and (3) the pressure drag decreases with the wavelength of the sinusoidal wavy wall. We also performed
the following turbulence simulations for environmental and industrial applications; (i) Large Eddy Simulation of turbulent boundary
layer over homogenous vegetation field using a hybrid LES-RANS model which can represent appropriately and efficiently the
roughness condition on ground surface, and (ii)) DNS of turbulent flows of non-Newtonian surfactant solution in a channel with

rectangular orifices. By (ii), we could estimate the characteristics of the heat transfer associated with the drag reduction.

Keywords: High-resolution DNS, turbulent channel flow, MHD turbulence, turbulent boundary layer, rough wall, LES, urban

turbulent boundary layer, non-Newtonian fluid, drag reduction

1. Direct numerical simulations of fundamental The DNS is based on the Fourier-spectral method in x- and
turbulent flows z-directions, and the Chebyshev-tau method in the wall-normal
1.1 High resolution DNS of turbulent channel flow y-direction. The alias errors are removed by the 3/2 rule. The
In order to study the small-scale statistics of high-Reynolds NS equations are expressed in terms of the wall-normal vorticity
number wall-bounded turbulence, we performed a direct components and the Laplacian of wall-normal velocity. Time
numerical simulation (DNS) of turbulent channel flow (TCF) advancement is accomplished by a third-order Runge-Kutta
of an incompressible fluid obeying the Navier-Stokes (NS) method for the convection term and the first-order implicit Euler
equations, in a computational box with streamwise (x) and span- method for the viscous terms. Our DNS has been advanced up
wise (z) periodicities (L, = 2zh and L, = =h), at a Reynolds tot = 2.2 t,, where t, is the wash-out time. We have to perform
number Re, =2560 based on the friction velocity u, and the the DNS until t > 10t,, to obtain more reliable statistics, and to
channel half-width h. We achieved the sustained performance of  elucidate the finite box size effect on the possible universality in
6.1Tflops (11.7% of the peak performance) in the DNS of TCF the small-scale statistics.
on 2048x1536x2048 grid points using 64 nodes of ES2. The Figure 1 shows the comparison between compensated
numbers of grid points as well as the computational domain size longitudinal spectra E,;(k,) and E,,(k,) obtained in our previous
in the x and z directions are twice as large as our previous DNS. DNS in the smaller domain; E,; is for the streamwise (X)
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Fig. 1 Comparison between compensated longitudinal spectra E;;(K,)
and Eg(k,), at y* = 100, 200, 400 and 600 in the TCF obtained
by the DNS with 1024x1536x1024 grid points and Re, =2560.
n is Kolmogorov's length scale. Solid line is the K41 spectrum
KE(k)/e”* = C, with C, = 0.5.

velocity component and Eg; is for the span-wise (z) component.
The classical value for the Kolmogorov constant C, = 0.5 is
also shown in Fig.1. It is shown that there is a wavenumber
range in which each spectrum is not far from the K41 spectra.
The difference between E;;(k,) and E,4(k,) is seen in Fig. 1 to
decrease with the increase of the Taylor scale Reynolds number
Re, (Note that Re, is a function of the distance from the wall).

1.2 DNS of quasi-static magnetohydrodynamic (MHD)
turbulence

Low-magnetic-Reynolds-number magnetohydrodynamic

(MHD) turbulence in an imposed magnetic field widely exists

in industrial applications, such as electro-magnetic processing

of materials in metallurgical industry. When the magnetic
Reynolds number is sufficiently small, we can apply the so-
called quasi-static approximation to the MHD turbulence.

Quasi-static MHD turbulence is characterized by multiscale
anisotropy and intermittency. Wavelet representation is an
efficient way to analyze such intermittent data, since wavelets
are well localized in space, scale and direction. To quantify
intermittency in anisotropic turbulence, Bos et al. [1] introduced
scale- and direction-dependent statistics using three-dimensional
orthonormal discrete wavelets.

In this study, we performed high-resolution DNSs of
incompressible quasi-static MHD turbulence at the two
interaction parameters, i.e. N=1 and 3, with 512° grid points on
the ES and examined the anisotropy and intermittency of the
obtained DNS fields, using the scale- and direction-dependent
statistics [1].

We found that for the N=3, the imposed magnetic field plays
a major role on the increase of intermittency in the direction
parallel to the magnetic field. The details of the current study are

shown in [2].

2. DNS of turbulent boundary layer on rough walls

Turbulent boundary layer on rough plates is one of the most
important problems in fundamental turbulent heat transfer
research, practical engineering applications and environmental
processes. DNS of turbulent boundary layer on rough walls
has been barely performed compared with that of other wall-
bounded turbulence such as turbulent channel flows.

In this study, direct numerical simulation of turbulent
boundary layer with several sinusoidal wavy walls has been

performed in order to investigate the effect of the wave length

Fig. 2 Computational domains for turbulent boundary layer on several sinusoidal wavy walls.
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of the sinusoidal wavy wall, 4, upon the turbulent statistics. The
amplitude of the sinusoidal wavy wall, a, was kept constant
in wall units, and the wave length was set to be a / 4 =0.011,
0.022 and 0.033. For the spatially developing boundary layers
on sinusoidal wavy walls, we provided a driver section with a
flat wall and an analysis section with a sinusoidal wavy wall
as shown in Fig. 2. Turbulent inflow conditions for the driver
section are generated by rescaling the turbulent boundary layer
at some distance downstream of the inflow and by reintroducing
the recycled mean profile and fluctuation field. This technique
follows those of Kong et al. [3] and Lund et al. [4]. Turbulent
inflow conditions for the analysis section, on the other hand,
are generated by exactly copying a turbulent field of the driver
section. The parallel and vectorization efficiencies are 98.43%
and 99.50%, respectively.

The average of the wall shear stress hardly changes with
decreasing the wave length, whilst the friction coefficient, which
was defined as the summation of the wall shear stress and the
pressure drag, was increased with decreasing the wave length

owing to the increase of the pressure drag (not shown here).

Fig. 3 Computational region and concept of the quasi-
periodic boundary condition for a turbulent
boundary layer flow over vegetation field.
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3. Application of LES of turbulent flows to urban
environmental and strong wind disaster problems
Based on the fundamental knowledge of turbulent flows, we

extend the LES techniques to atmospheric phenomena appearing

as an environmental as well as a strong wind disaster problem
which are strongly related with the human society.

Firstly, Large Eddy Simulation (LES) of a turbulent boundary
flow over homogenous vegetation field was performed using
hybrid LES-RANS model which can represent appropriately
and efficiently the roughness condition on ground surface [5].
In LES of boundary layer flows over vegetation fields, leaves
and plants are too thin to resolve them by the sufficient number
of grid points. So, the effect of those leaves and plants on the
flow must be treated with an artificial model. The turbulence
closure model for plant canopy flows used here was proposed
by Hiraoka and Ohashi [6], which is formulated based on RANS
(k-¢) turbulence model. The computational domain is 2.5 km
long x 0.4 km wide and its horizontal resolution is 5 m long x
2.5 m wide. The quasi-periodic boundary condition is employed
in streamwise direction (Fig. 3). The boundary layer thickness

reaches to approximately 500 m and the mean velocity profile

(a) RANS region

(b) LES region

Fig. 4 Mean velocity and turbulence intensity profiles.

Fig. 5 Contour of streamwise velocity.
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Fig. 6 Drastic change in drag coefficient at the very high
Reynolds numbers.

and turbulence intensity reasonably fit to those obtained by
the previous experimental study (Fig. 4). It can be seen that
the turbulence structure in LES region is very small and fine
compared to that in RANS region (Fig. 5).

Recent architectural buildings have a variety of shapes
based on unique designer concepts, and the curved surfaces
are frequently used for building wall. Here, as a typical and
a fundamental case in such buildings, a circular cylinder is
focused on. The flow characteristics around a circular cylinder
in realistic high Reynolds number region are investigated by use
of the LES model. As a result, the present LES model succeeded
in accurately simulating the drastic change of aerodynamic
coefficient (Fig. 6). Also, details of the flow structures near
separating and reattaching region are clarified by visualization
of the computed data (Fig. 7).

Fig. 8 Instantaneous flow and thermal field in viscoelastic turbulent flow through a rectangular
rib (at x = 0 with 0.13 thickness): green isosurface, vortex identified by the second
invariant of strain tensor; contours, temperature or wall heat flux. Thermal boundary
condition is the constant temperature difference between two walls (y = 0 and 23), the

periodic condition is applied in x and z.

Fig. 7 Three-dimensional flow structures near
separating and reattaching region.

4. DNS of the turbulence in non-Newtonian surfactant

solution

The effect of polymer or surfactant additives on turbulent
flow has received much attention from both practical and
scientific perspectives since the discovery in the 1940s, that is,
small additive concentration can lead to significant reduction
in drag of 50% or greater [7]. This phenomenon is of practical
importance and has recently been implemented in several
industrial systems to save energy. In general, the solution used
as a working fluid for such a drag-reducing flow is a viscoelastic
(non-Newtonian) liquid. The properties of the liquid solution
measured even in simple shear or extensional flows are known
to exhibit appreciably different from those of the pure solvent.
The goal of the present work is to better understand the physics
of viscoelastic turbulent flow, particularly in the context of
complicated flow geometry.

Many DNS of polymer-induced drag reduction were

performed for various types of canonical flows, such as

Fig. 9 Local Nusselt-number profile as a
function of x, for different Prandtl
numbers. Also shown are estimated
values in the case of a smooth channel
at the same bulk Reynolds number.



isotropic turbulence, shear-driven turbulence, channel flow, and
boundary layer. Although flows through complicated geometries
have been studied by a number of researchers for the laminar
regime for both Newtonian and viscoelastic fluids [8], those
under turbulent conditions have received much less attention,
except that Makino et al. [9] carried out DNS of the turbulent
'Newtonian' flow in a channel with periodic rectangular orifices.
Further, it should be noted that, to the authors' knowledge, there
has never been any DNS of turbulent viscoelastic flow with the
orifice partly due to the Hadamard instability in viscoelastic-
flow calculations [10]. In the present study, we executed DNS
of a viscoelastic fluid in the same geometry with that of Makino
et al. [9], using a composite flux-limiter (minmod) scheme to
the convective term in the Giesekus-model constitutive equation
and applying finer grids relative to existing similar works.

Major differences between the present study and published
works on smooth channels are related to the streamwise
variation of the flow state and the main areas where turbulence is
produced. Therefore, the instantaneous vortex structures and the
relevant momentum and heat transports within the strong shear
layer just downstream of the orifice will be explored. Figure 8
presents an instantaneous snapshot of eddies, with emphasis on
the orifice downstream, and surface distributions of temperature
and wall heat flux, revealing high heat fluxes on the wall surface
under the vortex motions. It is interesting to note that the wall
heat flux also becomes intermittently high far downstream
of the orifice, namely, at X = 8-10, where no apparent eddy is
observed. Such heat-transfer enhancement leads to an increase
of local Nusselt number compared with the Newtonian case, as
can be seen in Fig. 9. Therefore, we draw a conclusion that this
geometry gives rise to the dissimilarity between momentum
and heat transports and the advantage of the heat transfer
compared with the smooth channel. However, the present bulk
Reynolds number (Re,, ~ 1200) was considerably lower than
those corresponding conditions under which drag reduction in
practical flow systems is observed with dilute additive solutions.
It is necessary to further calculate viscoelastic flows at higher
Reynolds numbers and with a wide range of rheological
properties.
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Although remarkable progress in metagenomic sequencing of various environmental samples icluding those from oceans has
been made, large numbers of fragment sequences have been registered in DNA databanks without information on gene function and
phylotype, and thus with limited usefulness. Scientific and industrial useful activity is often carried out by a set of genes, such as
those constituting an operon. In this connection, metagenomic approaches have a weakness because sets of the genes are usually split
up, since the sequences obtained by metagenome analyses are fragmented into short segments. Therefore, even when a set of genes
responsible for a scientifically and/or industrially useful function is found in one metagenome library, it is difficult to know whether
a single genome harbors the entire gene set or whether different genomes have individual genes. By modifying Self-Organizing
Map (SOM), we previously developed BLSOM for oligonucleotide composition, which allowed self-organization of sequences
according to genomes. Because BLSOM could reassociate genomic fragments according to genome, BLSOM should ameliorate
the abovementioned weakness of metagenome analyses. Here, we developed a strategy for clustering of metagenomic sequences

according to phylotypes and genomes, by testing a gene set for a metabolic pathway contributing to environment preservation.

Keywords: batch learning SOM, oligonucleotide frequency, protein function, metagenomics

1. Introduction because oligonucleotide composition varies significantly among
More than 99% of microorganisms inhabiting natural microbial genomes and thus are called "genome signature".
environments are difficult to culture under laboratory conditions. Phylogenetic clustering and classification in the present study is

While genomes of the unculturable organisms have remained designed as an extension of the single parameter "%GC" to the
primarily uncharacterized, these should contain a wide range of ~ multiple parameters "oligonucleotide frequencies".

novel genes of scientific and industrial interest. To explore such We previously modified the SOM developed by Kohonen's
an enormous quantity of novel genome resources, metagenomic group [1-3] for genome informatics on the basis of batch-
analyses, which are culture-independent approaches performing learning SOM (BLSOM), which makes the learning process
shotgun sequencing on mixed genome DNA samples, have and resulting map independent of the order of data input [4-
been developed, and vast numbers of fragment sequences 6]. The BLSOM thus developed could recognize phylotype-
have been deposited in the International Nucleotide Sequence specific characteristics of oligonucleotide frequencies in
Databases (INSD). The metagenomic sequencing is undoubtedly a wide range of genomes and permitted clustering (self-
a powerful strategy for comprehensive study of a microbial organization) of genomic fragments according to phylotypes
community in an ecosystem, but for most of the sequences, it with neither the orthologous sequence set nor the troublesome
is difficult to predict from what phylotypes each sequence is and potentially mistakable processes of sequence alignment.
derived. This is because orthologous sequence sets, which cover Furthermore, the BLSOM was suitable for actualizing high-
a broad phylogenetic range needed for constructing reliable performance parallel-computing with the high-performance
phylogenetic trees through sequence homology searches, are supercomputer "the Earth Simulator", and permitted clustering
unavailable for novel gene sequences. G plus C percentage (self-organization) of almost all genomic sequences available
(%GC) has long been used as a fundamental parameter for in the International DNA Databanks on a single map [7-
phylogenetic classification of microorganisms, but the %GC 9]. By focusing on the frequencies of oligonucleotides (e.g.,
is apparently too simple a parameter to differentiate a wide tetranucleotides), the BLSOM allowed highly accurate
variety of species. Oligonucleotide composition, however, classification (self-organization) of most genomic sequence

can be used even to distinguish species with the same %GC, fragments on a species basis without providing species-related
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information during BLSOM computation. Therefore, the present
unsupervised and alignment-free clustering method should be
most suitable for phylogenetic clustering of sequences from
novel unknown organisms [10-12]. We have employed BLSOM
for metagenomic studies on a large amount of environmental
sequences, in joint research with experimental research groups
analyzing various environmental and clinical samples [10,11].
Biological activity with industrial usefulness, such
as processes responsible for environmental clean-up and
preservation, is often carried out by a set of genes rather than
a single gene; e.g., an operon responsible for one metabolic
activity. However, in the case of metagenomic approaches,
contigs with a significant length, such as those covering an
operon, were obtained only for very dominant species after
assembling of sequences. Even when a set of genes responsible
for an industrially useful function is found in one metagenome
library, it is difficult to know whether a single genome has the
gene set of interest or whether different genomes coexisting
in the sample have individual genes. From the industrial and
scientific view, it is valuable to find a metagenomic library that
may have a single genome having a full set or, at least, a major
portion of the gene set. In the present report, we explained a
strategy for the in-silico association of fragmented sequences
according to phylotype (hopefully even to species), by focusing
on a set of genes contributing to environmental cleanup and

preservation.

2. Methods

Genomic fragment sequences derived from metagenome
analyses were obtained from http://www.ncbi.nlm.nih.gov/
GenBank/. Metagenome sequences shorter than 1 kb in length
were not included in the present study. When the number
of undetermined nucleotides (Ns) in a sequence exceeded
10% of the window size, the sequence was omitted from the
BLSOM analysis. When the number of Ns was less than 10%,
the oligonucleotide frequencies were normalized to the length
without Ns and included in the BLSOM analysis. Sequences
that were longer than a window size were segmented into the
window size, and the residual sequences, which were shorter
than the window size, were omitted from the BLSOM analysis.

BLSOM learning was conducted as described previously [4-
6], and the BLSOM program was obtained from UNTROD Inc.
(y_wada@nagahama-i-bio.ac.jp).

3. Results
3.1 BLSOMs for sequences obtained by metagenome
analyses

To test the clustering power of BLSOM for oligonucleotide
composition in metagenomic sequences, we analyzed a large
quantity of fragment sequences obtained from eight typical
metagenomic libraries currently available; for details about
metagenomic libraries, refer to [12]. To develop an informatics
strategy useful to search gene candidates contributing to

environmental cleanup and preservation, we focused on

Fig. 1 DegeTetra-BLSOM for 1-kb metagenomic sequences of § environmental samples. Lattice points that include sequences

from more than one environmental sample are indicated in black, and those containing sequences only from one sample

are indicated in color as follows: Brisbane Active Sludge (m), Madison Active Sludge (m), Washington Lake (m), Hawaii

Ocean (), Whale Bones (m), Minnesota Farm Land (=), Human Guts (=), and Richmond Mine (m). In eight panels

with the sample names above the panels, all lattice points containing sequences from one sample are indicated in a color

representing the sample, regardless of coexistence of sequences from other samples.



metagenomic sequences longer than 1 kb, which likely harbored
an intact protein-coding sequence. In DNA databases, only one
strand of a pair of complementary sequences is registered. Some
sequences represent the coding sequences of the protein-coding
genes, but others represent the template sequences. These two
types of sequences have somewhat different characteristics of
oligonucleotide composition, resulting in the split of the species-
specific territory into at least two separate territories, which
primarily reflect a transcriptional polarity for individual genes
[6]. When we constructed BLSOM in which the frequencies
of a pair of complementary oligonucleotides (e.g., AACC
and GGTT) in each fragment were summed, the tendency of
the splitting into a few territories was diminished for most
of species [7]. For phylogenetic clustering of metagenomic
sequences, it is unnecessary to know the transcriptional polarity
for the sequence, and the split into a few territories complicates
the clustering according to genome. Therefore, in the present
study, we constructed BLSOMs for the degenerate sets of
tri- and tetranucleotides: DegeTri- and DegeTetra-BLSOMs,
respectively.

The result of DegeTetra-BLSOM for 1- or 2-kb sequence
fragments (i.e., a window size of 1 or 2 kb) was listed in Figs.
1 or 2, respectively; DegeTri-BLSOM gave a similar result
[12]. Sequences longer than 2 kb (approximately 15% of the
sequences longer than 1 kb) should represent contig sequences
obtained by the assembling process of shot-gun sequencing,
and therefore, primarily represent sequences derived from
dominant or subdominant species in each environment. In
other words, BLSOMs constructed with the 2-kb sequences is
suitable for determining the characteristics of dominant and
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subdominant species in the environment. In the "All" panel
in Figs. 1 and 2, lattice points that contained sequences from
one environment are indicated by the color representing that
environment, and those that included sequences from more than
one environment are indicated in black. In each of other eight
panels in Figs. 1 and 2, all lattice points containing sequences
derived from one environment were indicated by the color
representing that environment. Difference in characteristics
of individual environmental samples could be visualized on a
single plane, supporting efficient knowledge discovery from a
large number of metagenomic sequences and thus showing a
powerful function of BLSOM. The observation that DegeTri-
and DegeTetra-BLSOMs gave similar results showed that the
separation patterns should represent basal characteristics of the
environmental samples. On the two BLSOMs listed in Figs.
1 and 2, global patterns of the two sludge samples (Brisbane
and Madison Sludge panels) resembled each other, but there
were clear compact zones that were specifically found only in
one sludge sample. Since the compact zones were colored in
red or pink even in the "All" panel, the sequences were derived
presumably from characteristic species in the environment,
rather than the species ubiquitously present in various
environments.

Visualization power of BLSOM could support this kind
of efficient and luminous knowledge discovery. The pattern
of the Washington Lake was much simpler on both BLSOMs
than that of the Hawaii Ocean. A few large but isolated
territories were observed in the Washington Lake, indicating
that microorganisms with close phylogenetic relations may

dominate in the sample. Sequences derived from the Whale

Fig. 2 DegeTetra-BLSOM for 2-kb metagenomic sequences of 8 environmental samples. Lattice points are indicated in color

as described in Fig. 1.
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Bones or the Minnesota Farm Land were distributed widely
on the 1-kb BLSOM, but were much localized on the 2-kb
BLSOM. This indicated that these samples contained a wide
variety of genomes but phylotypes of dominant species were
rather limited. In the case of the Human Guts, the patterns were
very complex both on 1- and 2-kb BLSOMSs. This showed a
high complexity of genomes present in this sample, which was
a mixture of gut samples from 13 different Japanese individuals.
There were wide green zones that were primarily composed
of sequences derived from Human Guts (green zones in ALL
panels in Figs. 1 and 2), indicating that the microbial community
in the human body environment differed significantly from that

of natural environments.

3.2 Reassociation of genomic fragments according to
phylotypes and genomes

The pattern of sequences derived from an acid mine
drainage at the Richmond Mine was very simple ("Richmond
Mine" in Figs. 1 and 2). Tyson et al. [13] selected acidophilic
biofilms in this acid mine drainage for metagenome shotgun-
sequencing because of the low-complexity of constituent
genomes. They attempted to reconstruct dominant genomes
by assembling a large number of sequences obtained with the
shotgun sequencing, and actually, reconstructed one nearly
complete genome of Leptospirillum group II, and many scaffold
sequences for Ferroplasma type II [13]. In the "Richmond Mine"
panel of 2-kb DegeTetra BLSOMs (Fig. 2), there were two
major compact territories: one was quite compact (A territory)
but the other was rather extended (B territory). To examine
the sequences present in these territories, a BLAST search of
each sequence in A or B territory against NCBI RefSeq (non-
redundant database of sequences) was conducted. More than
99% of sequences from the compact A territory were assigned
to the sequences from Leptospirillum, but a major portion of
the sequences in the extended B territory showed the highest
similarity to sequences from Ferroplasma. This finding obtained
by BLSOM supported the view that BLSOM has a potentiality
for reassociating genomic fragments in a metagenome library
according to genome, even in the presence of a massive quantity
of sequences derived from a wide variety of genomes.

For the case of environmental sequences with a low genome
complexity such as those from biofilms in the acid mine,
reassociation of the metagenomic sequences according to
genome can be obtained for a dominant species, by constructing
one complete genome after sequence-assembling with
conventional sequence homology searches. This reassociation,
however, becomes increasingly difficult, when subdominant or
minor populations are concerned. If a completely-sequenced
genome with a very close phylogenetic relationship is available,
contigs of metagenomic sequences even derived from a
subdominant species may be mapped on the template genome

and thus classified according to genome. However, a good
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template genome would not be available for novel, poorly-
characterized phylogenetic groups. Because one main purpose of
metagenome analyses was to find novel species in environments,
the method that inevitably dependents on a template genome is
apparently inappropriate. In the case of BLSOM, reassociation
(self-organization) of genomic fragments according to genome
can be attained without the template genome, showing its wide

applicability.

3.3 Genes contributing to environmental preservation
Metagenome approaches should allow extensive surveys
of sequences useful in scientific and industrial applications.
Biological activity with industrial usefulness is often carried
out by a set of genes rather than a single gene, such as those
constituting an operon. However, contigs with a significant
length, e.g., those covering an operon, could not be obtained,
except in the case of very dominant species. Therefore, even
when a set of genes of interest is found in an environmental
sample with sequence homology searches, it is difficult to know
whether a single genome has a set of the genes or different
genomes in the sample happen to have these genes as a whole.
From the industrial and scientific view, the former case,
especially representing novel genome, should be valuable, and
a bioinformatics strategy to distinguish the two cases becomes
important for effectively utilizing metagenomic sequences.
Because BLSOM have a potentiality to reassociate fragmental
sequences according to genome, it may distinguish the two cases
and thus ameliorate a weakness of the metagenome approaches.
To test a feasibility of the abovementioned informatics
strategy, we searched gene candidates useful for environmental
preservation such as degradation of hazardous compounds. As a
model case, we chose a set of ten genes, which are responsible
for the metabolic activity of PCB degradation: bphAl, A2, A3,
A4, B, C, D, E, F, and G. Using amino-acid sequences of the ten
enzymes as queries, we searched the candidate genes of interest
from the present metagenomic sequences derived from the eight
environmental samples, with the DDBJ-tBLASTn search under
a strict criterion (e values less than 1e-20); for details, refer to
[12]. Candidate genes representing nine and eight out of the ten
enzyme genes were found in the Washington Lake and Hawaii
Ocean samples, respectively. It should be mentioned here that
a full set of the gene candidates of interest was not found in
any environmental samples analyzed here. This might indicate
the absence of genomes having a full set of the genes in these
environments. In usual metagenomic data, however, a coverage
density by fragmental sequences may not reach to a level that
completely covers a certain genome. In a practical experimental
approach, the first trial may be a search for genome resources to
cover a significant portion of the metabolic pathway of interest,
by analyzing various environmental samples. If a significant
portion of the pathway genes is found in a certain environmental

sample, a larger scale of metagenomic sequencing, which



may completely cover the possible candidate genome, will
be conducted on the environmental sample. A purpose of the
present study was to develop an informatics strategy, rather
than an actual search for the PCB-degradation pathway, and
therefore, we focused on the two environmental samples
(Washington Lake and Hawaii Ocean samples) having a major
part of the degradation pathway.

We next identified lattice points, on which the metagenomic
sequences having the gene candidates for the PCB-degradation
pathway were mapped, by finding the lattice point that had
the minimum Euclidean distance in the multidimensional
space for each candidate sequence. Lattices points containing
the candidate gene sequences were widely scattered in the
Washington Lake sample (Fig. 3A), indicating that the candidate
sequences were presumably derived from various genomes. In
contrast, in the Hawaii Ocean, sequences of gene candidates
were located in a restricted zone (marked by a circle in Fig. 3B)
and covered seven genes out of the initial eight genes, showing
a powerful function of BLSOM for identifying potentially
useful genome resources. In the "All" panel in Figs. 1 and 2,
the compact territory in the Hawaii Ocean (marked by a circle
in Fig. 3B) was colored in brownish yellow, showing that the
sequences present in this territory were derived from the species
specifically present in the Hawaii Ocean, rather than those

present in ubiquitous environments.

4. Discussion and Perspective

We established a method for identifying potentially useful
genome resources from environments. It should be mentioned
here that the resolving power for individual species on BLSOM
in Figs. 1 and 2 was inevitably dependent on the metagenomic
sequences included in the analysis, and the compact territory

specific to the Hawaii Ocean might be composed of closely
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related, multiple genomes. We have recently developed a
wide applicable strategy, which could separate metagenomic
sequences present in one compact territory (e.g., that found
in the Hawaii Ocean) according to phylotypes and hopefully
to species, without effects of other metagenomic sequences
coexisting [12]. In the strategy, random sequences with
nearly the same mono-, di- or trinucleotide composition to
each metagenomic sequence in the compact territory were
generated [14]. Then, we constructed DegeTetra-BLSOM for
the metagenomic sequences plus the random sequences. In
the presence of the random sequences, two major compact
territories, a few small territories and many scattered points
were separately observed, which were surrounded by random
sequences [12]. In one of the major territory, a major portion
of PCB-degradation pathway genes was found, showing the
usefulness of the strategy to specify a genome resource that
should have a major portion (if not all) of the metabolic pathway
genes.

Concerning a set of genes responsible for a certain metabolic
pathway derived from one genome, homology search methods
can provide information only if a very large amount of
metagenomic sequences is available for constructing a nearly
complete genome by their assembling or if there is a template
genome sequence that is derived from a closely related species
with the respective environmental one and thus is usable for
mapping of metagenomic sequences. In contrast, the present
in-silico association with BLSOM can be achieved without a
template genome for mapping and thus is applicable to the really

novel, environmental genomes.

Acknowledgements
This work was supported by Grant-in-Aid for Scientific
Research (C, 20510194) and for Young Scientists (B, 20700273)

Fig. 3 Lattice points containing sequences harboring gene candidates for PCB-degradation pathway. (A),
(B): 2-kb DegeTetra-BLSOM for Washington Lake or Hawaii Ocean listed in Fig. 2, respectively. In

the right-side panel, lattice points containing sequences harboring the gene candidate sequences were

indicated by dots. A compact territory in the Hawaii Ocean containing a cluster of gene candidate

sequences was marked with a circle.



Annual Report of the Earth Simulator Center April 2010 - March 2011

from the Ministry of Education, Culture, Sports, Science and

Technology of Japan. The present computation was done with

the Earth Simulator of Japan Agency for Marine-Earth Science

and Technology.

References

(1]

(2]

T. Kohonen, "The self-organizing map", Proceedings of
the IEEE, vol. 78, pp. 1464-1480, 1990.

T. Kohonen, E. Oja, O. Simula, A. Visa, and J. Kangas.
"Engineering applications of the self-organizing map",
Proceedings of the IEEE, vol. 84, pp. 1358-1384, 1996.

T. Kohonen, Self-Organizing Maps. Berlin, Springer,
1997.

S. Kanaya, M. Kinouchi, T. Abe, Y. Kudo, Y. Yamada, T.
Nishi, H. Mori, and T. Ikemura, "Analysis of codon usage
diversity of bacterial genes with a self-organizing map
(SOM): characterization of horizontally transferred genes
with emphasis on the E. coli O157 genome", Gene, vol.
276, pp.89-99, 2001.

T. Abe, S. Kanaya, M. Kinouchi, Y. Ichiba, T. Kozuki,
and T. Ikemura, "A novel bioinformatic strategy for
unveiling hidden genome signatures of eukaryotes: self-
organizing map of oligonucleotide frequency", Genome
Inform., vol. 13, pp. 12-20, 2002.

T. Abe, S. Kanaya, M. Kinouchi, Y. Ichiba, T. Kozuki,
and T. Ikemura, "Informatics for unveiling hidden genome
signatures", Genome Res., vol. 13, pp. 693-702, 2003.

T. Abe, H. Sugawara, M. Kinouchi, S. Kanaya, and
T. Ikemura, "Novel phylogenetic studies of genomic
sequence fragments derived from uncultured microbe
mixtures in environmental and clinical samples", DNA
Res., vol. 12, pp. 281-290, 2005.

154

(8]

(9]

[10]

(11]

[12]

T. Abe, H. Sugawara, S. Kanaya, M. Kinouchi, and T.
Ikemura, "Self-Organizing Map (SOM) unveils and
visualizes hidden sequence characteristics of a wide range
of eukaryote genomes", Gene, vol. 365, pp. 27-34, 2006.
T. Abe, H. Sugawara, S. Kanaya, and T. Ikemura,
"Sequences from almost all prokaryotic, eukaryotic, and
viral genomes available could be classified according
to genomes on a large-scale Self-Organizing Map
constructed with the Earth Simulator", Journal of the Earth
Simulator, vol. 6, pp.17-23, 2006.

T. Uchiyama, T. Abe, T. Ikemura, and K. Watanabe,
"Substrate-induced gene-expression screening of
environmental metagenome libraries for isolation of
catabolic genes", Nature Biotech., vol. 23, pp. 88-93,
2005.

H. Hayashi, T. Abe, M. Sakamoto, H. Ohara, T. Ikemura,
K. Sakka, and Y. Benno, "Direct cloning of genes
encoding novel xylanases from human gut ", Can. J.
Microbiol., vol. 51, pp. 251-259, 2005.

H. Uehara, Y. Iwasaki, C. Wada, T. Ikemura, and T. Abe,
"A novel bioinformatics strategy for searching industrially
useful genome resources from metagenomic sequence
libraries", Genes Genet. Sys., vol. 86, pp. 53-66, 2011.
G.W. Tyson, J. Chapman, P. Hugenholtz, E.E.
Allen et al, "Community structure and metabolism
through reconstruction of microbial genomes from the
environment", Nature, vol. 428, pp. 37-43, 2004.

T. Abe, K. Wada, Y. Iwasaki, and T. Ikemura, "Novel
bioinformatics for inter- and intraspecies comparison
of genome signatures in plant genomes", Plant
Biotechnology, vol. 26, pp. 469-477, 2009.



Chapter 2 Epoch-Making Simulation

ESZHWI2 KRBT 7 & - TaT7 4t I 7 A« ZRGEEHEE
DRBERXZ 77 LD O BERLGE RS Z RS 2268H7 7 A
B 2 IRE 9 2 B Bk

Tuvrr FEEE
WA HE RESITVAN o NS AN (b o e S e

HE
BT RAL LR B IS MR RIERGZA T R
*1 RENAFTKRFE N YA I AR

WEERERN L T 5, SHGMEREESE CAT T 2 MAEWFIIREBPEELR 72O K27 7 2GRS ARG - KA
BEINTE 7z, REVOEWHENSERETIT  2REWEZBILL. Wi 77 ARH % i LA HEET 2 /5T
L [ A% Mgt 2SS, BH20 - BEENICER 2 ED T b, TADPHR LA YR H CHEL~ v
73 (BLSOM) &, Wik 7/ AFeH & AR S LR IS8 (HOHIRRIL) T2 % 50, MR oL sk
D7 LW EY % —H > BLSOM L TRl L., itz 325 TH 5,

EFE DNA 77— ¥ N— Z IR SN T 5, AR R SHBBEHRORE S/ 2 L CTo, KB &7 LR
HEC15 5 N7z KEIEIEWT R LA % eh 8. 3 AR OIS 4 3 JE A EE O BLSOM fRAT % 47 o 72HT. S BREICHE R ICAAAE
T25 7 NEICHRT BEH 2 i lick7ze 257 AT T, — 2 ORBREMK T 2BEHOMME T8, A1
VR L CGEBICME L TWTSH, AR OMROMIET, WMEHNEEILTLE S, BLSOM IZZNH DN X
M EEZ L7-FH % insilico THESG S-S 2R 2570, BREGE YW E O 5255 2R &2 MR 2 BERTE (61
A1, PCB AMRICIIS- 35 10 KR) 2 ETFNVRELT ZOKEZR/OT /) 2% 4T 5 HAY® BLSOM #: % 37 L 72,

IRHPH D 7 AARGE S MK R T X BRELH OAHFIPEMER CTEBRREAHEE T & v, BRERI % & v 87 AR
HICHER L, EENICORIHZEETRINTE . £ IXRTF FHED BLSOM ZHWiLE, Shs0okeEk s »
X7 BREOREREHEE DS TTRET D 5o

F—7— F:HOMM L~ v 7, BLSOM, 3B, 1) I X7 Lt F 8, BB, 2 77 7 LT

155



Chapter 2 Epoch-Making Simulation

First-principles Calculation on Peierls Potential of an
Isolated Screw Dislocation in BCC Iron

Project Representative

Hideo Kaburaki

Authors

Japan Atomic Energy Agency

Mitsuhiro Itakura™, Hideo Kaburaki™, Masatake Yamaguchi™, Tatsuro Endo™,
Kenji Higuchi™, Shigenobu Ogata™ and Hajime Kimizuka™

*1 Japan Atomic Energy Agency

*2 Osaka University

Peierls potential of an isolated screw dislocation in BCC iron is calculated using first-principles method. We have found that the

Peierls barrier is 0.04 eV per Burger's vector, and that the two dimensional Peierls potential around a hard-core position is nearly

flat. These results significantly differ from currently available molecular dynamics potentials, and indicate that improved molecular

dynamics potential is necessary for the simulations of plastic deformation.
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1. Introduction

Plasticity in BCC metals is mainly mediated by thermal
activation of kink-pair nucleation in screw dislocation lines
which are required to overcome strong lattice friction, and
shows strong dependence on the direction of the applied stress
and temperature [1]. Therefore it is crucial to estimate the lattice
friction of a dislocation from atomistic calculations to model
plasticity in BCC metals. The Peierls potential which causes
lattice friction in BCC iron has been calculated using the density
functional theory (DFT) with localized basis [2] [3]. In the
present work we employ more accurate plane-wave basis DFT
to calculate Peierls potential of an isolated screw dislocation
core to obtain more reliable estimate.

2. Computational method

The effect of long-range strain field generated by a
dislocation is incorporated into calculation using the so-
called flexible boundary condition [4]. The system is divided
into three concentric hexagonal regions 1, 2, and 3 as shown
in Fig. 1. First, region 1 and 2 are used in DFT calculations
and atoms in region 1 are relaxed to account for non-linear
forces around a core, while atoms in region 2 are fixed. After
the DFT relaxation, region 1, 2, and 3 are used in the second
step where atoms in region 2 and 3 are relaxed according to
linear elastic forces. These steps are repeated alternately until
convergence. The number of atoms in region 1 and 2 is 48 and
99, respectively.

The electronic structure calculations and the structure
relaxations by force minimizations in DFT steps are performed
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using Vienna Ab initio Simulation Package (VASP) with
Projector Augmented Wave (PAW) method and ultrasoft
pseudopotentials. The exchange correlation energy is calculated
by generalized gradient approximation (GGA). In all cases,
spin-polarized calculations are employed. Monkhorst Pack
k-point of 1x1x24 mesh is used, and convergence of Peierls
barrier energy with respect to the increasing mesh number at
1x1x24 is confirmed. The Methfessel-Paxton smearing method
with 0.1-eV width is used. The cutoff energy for the plane wave
basis set is 400 eV. Structural relaxation is terminated when
maximum force acting on movable degree of freedom becomes
less than 0.01eV/Angstrom.

In the present work we investigate two-dimensional energy
landscape of Peierls potential which determines the mobility
and migration path of a screw dislocation. To investigate two-
dimensional energy landscape, we use the drag method in which
displacements of three atoms around the screw dislocation
core are fixed in the Burger's vector direction to control the
dislocation position. All other atoms in region 1 are relaxed in
the DFT calculations, and the energy of a relaxed configuration
gives Peierls potential at the dislocation position.

Note that the same boundary condition must be used for each
dislocation position to calculate an energy difference between
them. Since the flexible boundary condition is optimized for
the easy-core position, other dislocation configurations have
excess energy which comes from incompatibility between
the core region and the boundary region. This excess energy
mostly consists of linear elastic energy which can be easily
calculated without DFT calculations. This elastic excess energy
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is subtracted from the obtained energy difference between a
reference state and the target dislocation position to eliminate
the effect of boundary condition.

3. Results and discussion
Peierls energy at several dislocation points shown in Fig. 2
(a) are calculated, and the results are summarized in Fig. 2 (b).

Approximate energy contour lines are also shown. The main

findings from the result are as follows:

(1) The barrier height is 0.04 eV, which is consistent with the
previous DFT calculations.

(2) The energy landscape along the migration path is single-
humped, which is also consistent with the previous
calculations.

(3) The energy difference between a hard-core position and the
midpoint of two easy-core position is extremely subtle.

Fig. 1 Atom configuration used in the present study. Black, gray, and white disks denote atoms in
region 1, 2, and 3, respectively. Region 1 and 2 are used in DFT calculations and only atoms in
region 1 are relaxed. In the linear relaxation step, region 3 is added and atoms in region 2 and 3
are relaxed using linear elastic forces. See the main text for details.

Fig. 2 (a) Iron atoms and dislocation positions seen from the <111> direction. Iron atoms, easy-core positions, and hard-core
positions are shown by black, white, and gray disks, respectively. Peierls potential energy at each position shown in (b)

is calculated, and relative energy with respect to the easy-core position (in eV per Burger's vector) is shown in the figure.

Approximate energy contour lines are also shown.
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(4) Iron atom position is highly unstable, in contrast to

molecular dynamics result based on EAM potentials.

The subtle energy change along the line between a hard-core
position and an iron atom position indicates that migration path
can fluctuate widely even at very low temperature. In actual
situations, a screw dislocation migrates by thermally forming a
kink-pair so that one must calculate a kink formation energy to
estimate dislocation velocity. The estimate of a kink formation
energy by the DFT calculation is unfeasible in the present
computing environment, since it requires thousands of atoms.
Therefore, we are now developing a multiscale model of kink
pair formation and dislocation migration based on the present
work. Our present results indicate that currently available
EAM potentials [5] are not suitable for molecular dynamics
simulations which include plastic deformation, since their
Peierls potential shape is qualitatively incorrect. Improvements
of EAM potentials based on the DFT calculations of Peierls
potential are highly expected.
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The purpose of this project is to simulate the three-dimensional vortices from a circular cylinder in the fluid-flow by using a
massively parallel Lattice Gas Method, which is expected to provide excellent computing performance on a large-scale vector
computer, and to evaluate the applicability of the method to similar large-scale fluid-simulation problems by comparing the results
with those of experiments or numerical calculations by solving Navier-Stokes equations. In particular, we try to realize the fluid-flow
simulation at high Reynolds numbers by using a new viscosity-control method that we call "multi-stage collisions of two particles".
In case of the method, propagation of particles occurs after several times of collisions of randomly selected two particles at each
node. By using the method, we can calculate fluid-flow at somewhat higher Reynolds number without increasing the number of
nodes of lattice. Another feature of our method is "massively parallel bit-wise calculations". We obtained the value of 92.8% as the

calculation-efficiency by using 576 vector CPUs of Earth Simulator. We regard that the value is a good performance.

Keywords: lattice gas automaton, fluid dynamics, massively parallel computing, vortex from a cylinder, vector computers.

1. Purpose of the project (2) Confirmation on the simulation results of vortices shedding
The purpose of this project is to simulate the three- from a circular cylinder of finite length in the FY's 2010 and
dimensional vortices from a circular cylinder in the fluid-flow 2011.

by using a massively parallel Lattice Gas Method, which is (3) Simulation of the fluid-flow at high Reynolds numbers by
expected to provide excellent computing performance on a large the new viscosity-control method in the FY's 2011 and 2012.
scale vector computer, and to evaluate the applicability of the
method by comparing the results with those of experiments or 3. Calculation method
numerical calculations by solving Navier-Stokes equations. 3.1 Background of the calculation method
In particular, we try to realize the fluid-flow simulation According to the previous study[1], it is known that wind
at high Reynolds numbers by using a new viscosity-control or water tunnels can be indifferently used for testing low Mach
method without increasing the number of nodes of lattice. number flows, provided the Reynolds numbers are identical.
Indeed, two fluids with quite different microscopic structures
2. Plan of three-year research can have the same macroscopic behavior because the form of the
We are trying to complete the following three subjects in macroscopic equations is entirely governed by the microscopic
three years. conservation laws and symmetries. Such observations have
(1) Improvement of the calculation-efficiency of massively led to a new simulation strategy for fluid dynamics: fictitious

parallel bit-wise operation method in the FY 2010. micro-world models obeying discrete cellular automata rules
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Fig. 1 Cells and nodes for simulating the three dimensional vortices shedding from a circular cylinder.

have been found, such that two- and three-dimensional fluid
dynamics are recovered in the macroscopic limit. The class of
cellular automata used for the simulation of fluid dynamics is
called "lattice gas models", and many lattice gas models have
been proposed.

In our study, we use one-speed models for the simulation
of fluid dynamics. The relevant aspects of the models are
as follows: there is a regular lattice, the nodes of which are
connected to nearest neighbors through links of equal length;
all velocity directions are in some sense equivalent and the
velocity set is invariant under reversal; at each node there is a
cell associated with each possible velocity.

Each node can be occupied by one particle at most; particles

are indistinguishable; particles are marched forward in time by

successively applying collision and propagation rules; collisions
are purely local, having the same invariances as the velocity set;
and collisions conserve only mass and momentum.

3.2 FCHC model for three-dimensional simulation

In order to simulate three-dimensional vortices shedding
from a circular cylinder, we selected a face-centered-hypercubic
(FCHC) model among from several one-speed models.
The FCHC model is a four-dimensional model introduced
by d'Humiéres, Lallemand, and Frisch in 1986[2]. Three
dimensional regular lattices do not have enough symmetry to
ensure macroscopic isotropy. The detailed FCHC model that we
use in this study and the schematic diagram of simulated flow

are explained in the following three figures.

Fig. 2 Propagation rules from node to node.
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Fig. 3 Collision rules at each node.

As shown in Fig. 1, the coordinate X is the direction of
flow, and the coordinate Z is parallel to the circular cylinder.
A position of (X, Y, Z) represents the position of each cell.
Every cell contains 32 nodes as depicted in Fig. 1. Each node
exists in the four-dimensional space. The fourth coordinate R
is represented by the radius of sphere at each three-dimensional
position.

As shown in Fig. 2, particles can have 24 kinds of velocities,
that is, (AX AY, AZ, AR) = (%1, £1,0,0), (1,0, +1,0), ( +1,0,0,
+1), (0, =1, £1,0), (0, £1,0, 1) or (0,0, =1, +1), and the
magnitude of the velocities is equal to \2, when the interval
between two nearest nodes has a unit length.

Many particles propagate from node to node and make a
collision at each node. The rules of propagation and collision
are presented in Fig. 2 and Fig. 3, respectively.

The features of our method are "massively parallel bit-wise

calculations" and "multi-stage collisions of two particles".

Fig. 4 A transient simulation result of the
flow past a circular cylinder of infinite
lenngth.
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Bit-wise parallel calculations are realized by vector
operations on the arrangement representing the state of a cell.
The arrangement is given by the form of 4-dimensional integer
arrangement bit[D][Z][Y][X] that has 32 elements with the
value of "1" or "0". If the k-th bit of the arrangement bit[D][Z][Y]
[X] equals to "1", this means that a particle moving toward the
direction D exists at the k-th node of the cell locating at (X,Y,Z).
"1" or "0" means existence or nonexistence of a particle,
respectively.

Multi-stage collisions of randomly selected two particles at
each node are useful for making a smaller correlation between
fluid-velocities of two different cells a little apart from each
other. This means that the fluid has smaller viscosity and
simulation at higher Reynolds numbers becomes somewhat
easier.

Fig. 5 Preliminary simulation of the flow past a circular cylinder of finite
length.
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3.3 Results of the study in FY 2010

Regarding the improvement of the calculation-efficiency of
"massively parallel bit-wise calculations", we obtained the value
of 92.8% by using 576 vector CPUs of Earth Simulator. We
regard that the value is a good performance.

As for the three-dimensional simulation, we, at first,
numerically simulated the vortices shedding from a circular
cylinder of infinite length. Figure 4 shows the results of transient

simulation of the fluid-momentum on the plane that Z equals to
a certain constant value. General feature of the transient from
twin vortices to Karman whirlpools is conceptually equal to
those of the experiments by Taneda[3].

The number of nodes for the calculation is
3072(X)x768(Y)*768(Z)*4(R) in four dimensional space. We,
secondly, tried to simulate the vortices shedding from a circular
cylinder of finite length. One of the results is shown in Fig.5.
There seems to be indications similar to the calculated result
shown by Inoue and Sakuragi[4]. Further study is need in FY
2011.
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RSA cryptography code is the key technology for safe Internet use and currently a 1,024-bit RSA code is used. To guarantee
the safety of RSA code, a decryption time of more than 10 years, even using the fastest supercomputer, is necessary. The present
world record for RSA decryption, involving RSA-768 (768 bits), took 1,677 CPU-years to decrypt. So with 1,024-bit RSA code, it is
expected to take in the range of 10 to 100 years. All world records for RSA decryption, including that for RSA-768, were carried out
by PC clusters. Decryption has never been attempted using a vector supercomputer.

To confirm the decryption time on a vector supercomputer, the author is trying to tune the RSA decryption code for the Earth
Simulator 2 (ES2). The RSA cryptography code is based on the difficulty of the factorization of long-digit composite numbers, and
the decryption code consists of three parts: "sieve processing”, processing of 0-1 matrices, and computation of algebraic square
roots. Sieve processing was chosen as the first target for tuning because of its computation time. Sieve processing is tuned, and its
performance on one node of the ES2 is approximately 800 times faster than that on a PC (Intel Core 2, 2.3 GHz). This processing is

about 99.9% vectorized with few floating point number operations, and it is suitable for the vector supercomputer.

Keywords: RSA code, Sieve processing, Vector processing, non-floating point number operations, GNFS, Decryption

1. Introduction first step, sieve processing, was about 90% of the computation
The RSA cryptography code is the most important key time to decrypt. In 2010, the first year of our project, the author
technology for using the Internet safely; however, the currently ~ tuned the sieve processing part of the decryption code on the
used 1,024-bit RSA code will no longer be safe to use in near ES2.
future. The RSA cryptography code is based on the difficulty
of the factorization of long-digit composite numbers, and the 2. RSA code
decryption time of 1,024-bit RSA code is several tens of years The common key cryptosystem and the public key
even if the fastest supercomputer is used. For an RSA code with cryptosystem are basic cryptosystems. The common key
a particular number of bits to be safe, its decryption time using cryptosystem has only one key. It is simple and fast to process,
the fastest algorithm on the fastest supercomputer must be more but sending the key via the internet represents a problem. The
than 10 years. public key cryptosystem has two different keys, one each for
The present world record for RSA decryption, involving encryption and decoding. The key for encryption is open to the
RSA-768 (768 bits, 232 digits) was performed by a team public, and the key for decoding can be kept secure because it is
consisting of NTT and four foreign organizations in January not necessary to send this key. A set of keys for the public key
2010. It took 1,677 CPU-years to decrypt. This means that if cryptosystem is based on the RSA code, which was developed
one core of a PC CPU (AMD64, 2.2 GHz) is used, then it will by R. L. Rivest, A. Shamir, and L. M. Adleman in 1978. The
take 1,677 years to decrypt. All reported world records for RSA code uses two long-digit prime numbers P and Q, and
RSA decryption were carried out using PC clusters; however, a prime number e to compute n = P*Q, F = (P - 1)*(Q - 1),
there has been no report regarding this challenge for vector and D = e (mod F). Numbers n and e are used as the keys for
supercomputers. Therefore, a test using a vector supercomputer  encryption, and the number D is used for the key for decoding.
is necessary for the precise evaluation/discussion of the safety The safeness of this system is based on the result that, for a
of 1,024-bit RSA cryptography codes. given long-digit number n, the factorization algorithm of n
This project intends to obtain basic information for to P and Q has high computational complexity and consumes
processing RSA decryption on the Earth Simulator 2 (ES2), enormous computation time.
which is a vector supercomputer. The decryption processing
consists of three parts: the first step is "sieve processing”, the 3. Sieve method
second step is the processing of 0-1 matrices, and the third step The sieve method is a factorization method for composite
is the computation of algebraic square roots. For RSA-768, the numbers N which obtains a relationship a* - b> = 0 (mod N) for
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Tablel Computational complexity of RSA-768 (232 digits).

PC-years Ratio (%)
Exploration of polynomial 20 1
Sieve processing 1500 90
0-1 matrices processing 155 9
Algebraic square root 1 0
Others 1
Total 1677 100

some a, b. Because natural numbers a and b are constructed by
products of prime numbers provided by the sieve, the exponent
of each prime number must be an even number.

For a composite number N, we assume X is the nearest
integer to N'? and calculate (X + k)>-N = A, k=0,1,2, ....
Then, we collect A, that can be factorized using only prime
numbers in factor base P. We can factorize N into a product of
prime numbers with a combination of A, whose exponent part
b? = 0 (mod N).
Multiple polynomial quadratic sieve (MPQS) uses many types

is even. This provides the squared form a” -

of quadratic equations.

Again for a composite number N, we find a polynomial
f(x) and a number M such that f(M) = 0 (mod N). Let 6 be an
algebraic root of the equation f(x) = 0. We factor a + bM using
prime numbers, and factor a + b0 using algebraic elements of
primes and the unit. The difference in these factorizations is
used for the decryption. For example, let N = 1333, f(x) = x> + 2,
fM)=N,and M= 11;then2+M= 13 and 2 + 6 =6(1 - 6)(1 + ).
Then, 11-(-10)-12=13 (mod 1333) is established. However, we
cannot find algebraic elements of primes for any f(x). Therefore,
we use a prime ideal in the general number field sieve (GNFS).
We define the polynomial norm as N(0) = |f(-a/b)| for ideal
a + b0, and factorize N(0) with the prime numbers in the ideal
base.

It is said that MPQS is faster for the factorization of fewer
than 100 digits, and GNFS is faster for the factorization of more
than 100 digits.

For RSA-768, the factorization was carried out using a
linear equation and a sixth-order polynomial in the GNFS.
The computational complexity of RSA-768 in PC-years of an
AMD64 (2.2 GHz) is shown in Table 1.

4. Sieve programming on the ES2
The sieve processing is the most time-consuming part of both
MPQS and GNFS. The kernel is as follows:

do k=1,N N is the number of elements in the base
do i = Start(k), LP, Prime(k)
Start(k): start, Prime(Kk): increment
V(i) = V(i) + Log(P(i))

end do
end do
doi=1,LP < Collection of sieved data >
if(\V(i) .le. PS(i)) then condition of collection
ns=ns+1 ns is the number of collected data

Sieve(ns) = LLP +i
store the position of each collected data
end if
end do
Update Start(1) through Start(N) for the next sieve

Here, the LP is the length for the sieve, Prime(k) is the prime
number in the base, and Start(k) is the starting number that it
is factorized with prime numbers in the base. For speeding up
computation on a PC, LP*4 bytes has to be completely allocated
in the cache (1 MB). On the other hand, for the factorization of
a 200-digit number, N is at least tens of millions and the value
of LP reaches hundreds of millions. To reduce computational
complexity, a larger N is necessary but to speed up computation
on a PC, a smaller N is necessary. Thus, processing large prime
numbers on a PC is very inconvenient.

On the vector supercomputer ES2, a larger LP value can
be used and its length becomes the vector length of the ES2.
However, for the collection of sieve data part, performance was
not good, as expected, because there are almost no calculations.
This part was vectorized using a data compaction operation;
however, the hit ratio can be once hundreds of millions. The
code was modified as follows: first, the existence of adopted
data in tens of thousands of intervals was checked, and then
the collecting procedure was applied only if the interval had
adopted data. Using this modification, the whole sieve process
became approximately 3 times faster than the original version
on the ES2.

In the sieve processing, the sieve whose loop length is LP,
is performed for each prime number. As the sieve processing
needs less communication in parallel computing environments,
it is easy to parallelize by using MPI.

Table 2 Specification of PC and vector computer.

PC Vector computer
Dell VVostro 200 Earth Simulator (ES2)
Computer Intel Core 2 3.2GHz
2.3 GHz, 2GB 1 node: 819 Gflops,128 GB
Measurement 1 core 1 node (8 CPU)
Measured by CPU time Measured by use time
Software Windows Vista, NEC SUPER-UX
g77 -0O3 Option Auto vector FORTRAN + MPI
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5. Comparison of the sieve processing

The specifications of the PC and the vector computer are
listed in Table 2.

The author measured the sieve processing for 45- and
60-digit numbers. This is equivalent to the sieve processing of
90 digits and 120 digits in MPQS, and the sieve processing of
approximately 130 digits and 170 digits in GNFS. The author
used N prime numbers in the base, in ascending order. The
computation time greatly depends on the number of elements in
the base. The size of LP is 512K on a PC, and 1G on the ES2.
Figure 1 shows the result for 45 digits, and Fig. 2 shows that for
60 digits. The computation time on a PC is divided by 200 in
both figures.

In both Figs. 1 and 2, the fast range in terms of the number
of elements in the base is wider and the numbers are larger
on the ES2 than those for the PC. This means that the better
performance has been attained on the ES2 for most cases.

It is necessary to include more primes in the base as the
number of digits of the factorized number increases. Figure 3
shows the best speed-up ratio of the ES2 over a PC by the
number of primes in the base. The left dashed rectangular region
is an estimation of 150 digits in MPQS. The speed-up ratio of
the ES2 over a PC increases if more primes in the base are used.
The ES2 is approximately 600 times faster than the PC for 150
digits of MPQS and is estimated to be approximately 800 times

Fig. 1 Sieve processing of 45 digits.

Fig. 2 Sieve processing of 60 digits.
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faster for the equivalent RSA decryption size.

6. Summary
The author tuned the most time-consuming part, sieve

processing, in the RSA decryption processing. The following

basic information was obtained:

1) This processing is about 99.9% vectorized with few floating
point number operations, and it is suitable for a vector
supercomputer.

2) The performance of the sieve processing on one node of the
ES2 is approximately from 200 to 800 times faster than that
of a PC (Intel Core 2, 2.3 GHz).

3) The performance ratio for a realistically scaled RSA
decryption is expected to be approximately 800.

For the second year of this study, the author will modify the
sieve processing in the GNFS, measure its computation time for
from 100 digits to 200 digits, progressively, and then estimate
the computation time of GNFS for more than 200 digits. The
author will also tune the 0-1 matrices processing.
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Fig. 3 Speed-up ratio of the ES2 over a PC.
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A study[1] for establishing a sophisticated simulation analysis method utilizing an explicit finite element impact analysis
method was conducted for the model comprising about 2.08 million elements of the main wall-frame of the actual scale six-story
reinforced concrete building (total mass about 1,000 tons), which was tested on the shaking table with the input of seismic waves
equivalent to those recorded in the 1995 Hanshin-Awaji earthquake. The results of the analysis show that the displacement response
subjected to the actually measured waves (input acceleration factor of 100%) corresponding to a seismic intensity scale of 6 upper
is smaller than that measured in the experiment. In the experiment, the intensity of the input waves increased in steps to 100%.
The authors considered that cumulative damage to the structure caused by shaking before 100% intensity input waves is one of
causes that affected such a difference and, therefore, conducted an analysis that considered the effects of the cumulative damage.
The displacement response from such an analysis corresponded more closely to the results of the experiment. Analyses were also
conducted for a fresh model free of cumulative damage by applying the input acceleration factor of 120%, 150%, and 200%,
respectively, and the results were compared with the results of the experiment. The results of the analyses with an input acceleration
factor between 120% and 150% corresponded to the results of the experiment. The analyses also indicated that the building would
collapse when 200% input waves were applied. The authors intend to increase the number of analyses for various cases and then
compare and verify such analyses with the results of experiments so that numerical shaking experiments can be conducted with this
simulation analysis program for assessment of seismic safety under severe seismic conditions.

Keywords: Seismic response, Shaking table test, RC frame, Earth simulator, FEM simulation

1. Introduction on the shaking table at the Hyogo Earthquake Engineering

A study[1] for establishing a simulation analysis method Research Center (E-Defense) with input seismic waves (input
using the explicit finite element impact analysis code LS- acceleration factor of 100%) equivalent to those recorded during
DYNA[2] was conducted on the shaking table test of the full- the 1995 Hanshin-Awaji earthquake. Displacement response
scale six-story reinforced concrete (RC) building, which can of the analytical result was smaller than that recorded in the
analyze the behavior of RC buildings under strong seismic experiment. The authors considered that one of the causes that
loading close to the near collapse of the building structure. affected such a difference was the cumulative damage of the

An analysis of the seismic response was conducted for building under the test loads, which occurred by gradually
a sophisticated model of the main wall-frame of the six- increased shaking intensity (prior shaking) before application of
story RC building in a damage-free fresh condition, based on the actually measured waves (100%). Accordingly, analyses that
the experimental data of full-scale building structure tested consider the cumulative damage caused by such prior shaking

173



Annual Report of the Earth Simulator Center April 2010 - March 2011

were conducted, and the results were in comparatively good
agreement with the experimental results.

2. Outline of shaking table test of an full-scale six-

story RC building

The experiment that was analyzed was the shaking table
test of the full-scale six-story RC building conducted in
E-Defense. The data for the test conditions and the building
used for the analysis were taken from the published report[3].
The structure of the building used for the analysis was the six-
story, three-dimensional wall-frame consisting of two spans
in the x-direction and three spans in the y-direction, and each
span had a dimension of 5,000 mm, a floor-to-floor height of
2,500 mm, and overall building height of 15,000 mm. The test
was conducted with seismic waves equivalent to those recorded
at the Kobe Marine Observatory of the Japan Meteorological
Agency during the 1995 Kobe-Awaji earthquake (corresponding
to the seismic intensity of 6 upper) increasing the input
acceleration factor in steps of 5%, 10%, 25%, 50%, and 100%,
respectively, and finally 60%. Shaking was applied in three
directions horizontally, the x- and y-directions and in the vertical
direction, with the original seismic waves rotated 45 degrees,

Fig. 1 View of the entire analytical model (Color-coded for input
data layer recognition category).

Fig. 3 Enlarged view of the reinforcing bar model of the main

frame.
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the N45W direction in the y-direction of the building under test,
and the N45E direction in the x-direction. Based on such an
application, the intention was that the ultimate fracture of the
building would take place in the y-direction.

3. Summary of analysis
3.1 Analytical model

Figures 1 through 4 show the outline of the model used in
the FEM analysis. In the model, concrete was represented as
solid elements, and reinforcing bars were represented as beam
elements as they were in the actual state; the concrete and
reinforcing bar elements have common nodes assuming full
adhesion between them. The foundation of the building was not
represented in the model but represented as rigid shell elements
where the bases of the columns were anchored. Input of the
seismic waves was applied at the rigid shell elements in the
analysis of the seismic response. The size of the analysis model
was about 1.48 million elements for concrete, about 0.57 million
elements for reinforcing bar, and about 30,000 elements for the
rigid shell for total of about 2.08 million elements, and the total
number of nodes was about 1.79 million. The material model
installed in LS-DYNA[4] was used. Figure 5 shows the stress (o)

Fig. 2 Reinforcing bar model of the main frame.

Fig. 4 Reinforcing bar model of the earthquake resistant
wall.



and strain (¢) relationship of the material model used.

For the concrete element, the material model[5,6] was used
with characteristics of Ottosen's fracture criterion[7], smeared
cracks, etc. in consideration of strain rate effect stress relaxation
in tension was dependent on the fracture energy and the crack
width. For the reinforcing bar element, an isotropic elastic-
plastic model in consideration of kinetic hardening was used,
which is a bi-linear type where the plastic hardening coefficient
after the yield is 1/100 of the elastic modulus.

04 o4 E/100
0 R 0y
E. ¢
E, X
/ E
T
_______ ro . 'Oy

Concrete model Reinforcing bar model

Fig. 5 Material model.

3.2 Conditions of seismic response analysis

In this analysis, an explicit dynamic finite element method
was used. Consideration was given wherein the application
of the load due to gravitational acceleration was increased
gradually from 0 m/s® to 9.8 m/s® during the 0 to 0.6 seconds
before the application of the seismic waves, which started at
0.6 seconds. Because of the large volume of data in the analysis
of the six-story RC building, it took about 2 hours using 16
nodes (128 CPUs) of the Earth Simulator for calculation of the
initial 1.0 seconds. After 1.0 seconds, it took about 3 hours for
calculation of the next 1.0-second possibly due to the increased
computing task load in treating the plastic region and fracture
of the materials. Because use of the Earth Simulator for one
operation is restricted to 12 hours, analysis for about 4 seconds
was possible with 16 nodes (128 CPUSs) used in one operation
(12 hours) in the case of the analysis of the six-story RC
building. Restarting the analysis was made up to 4.6 seconds
in the case of no prior shaking and up to 13.6 seconds in the
case of application of prior shaking, which was the remaining
computing task. Damping characteristics in proportion to the
mass with damping coefficient of 3% was considered. Central
difference time integration in the explicit finite element method
was used, and the time interval of about 3.8 microseconds
(3.8x10°s) with the data output interval of 1.0 milliseconds
(1.0x107%s) was used.

4. Results of seismic response analysis

Figure 6 shows the results of the analysis of the time-history
waveform of the story drift of the first floor in the y-direction
with the input acceleration and the experimental results[1].
While the results of the analysis with seismic waves with 100%
and 120% input acceleration factors are smaller than the results
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of the experiment, the result of the analysis with the 150% input
acceleration factor is larger than the results of the experiment,
which mean that for seismic waves input into the fresh model
that does not take cumulative damage into consideration,
analysis with the input acceleration factor between 120% and
150% would correspond to the results of the experiment. When
the results of the analysis for the fresh model (Case in Fig. 6)
are compared with the results from the model taking cumulative
damages into consideration (Case (e)) with input acceleration
factor of 100%, the story drift for Case (e) is considerably
greater than that of Case (@ and is close to the story drift
measured in the experiment. By the way, cumulative damages
occurred in the prior shaking were reproduced by the response
due to seismic wave with 100% assumed to be equivalent to
the total input effect due to 5%, 10%, 25%, and 50%, before
the actually measured wave 100% and therefore Case (e) is
subjected to 100%-100% inputs.

The stress conditions of the short columns with the spandrel
walls and the foot of the earthquake resistant wall where
damage occurred in the experiment was severe, the deformation
condition of the concrete skeleton, and the deformation
condition of the reinforcing bar are shown in Fig. 7 in the
magnified view of the deformation. Figures 7 (a), (b), and (d)
through (f) are contour maps showing von Mises equivalent
stress, where the stress increases from the cold colored area to
the warm colored area. In Fig. 7 (c), the main reinforcing bar of
the short columns are resisting the seismic loads and swelling
out a little under the constraints of the shear reinforcing bar. As
shown in these diagrams, this analysis method allows flexible
indication of conditions in detail of the building structure, such
as the conditions of the reinforcements, stress conditions at any
section of the structural elements, etc.

5 Conclusion

The time history seismic response analysis of the
sophisticated FEM analysis model precisely representing
concrete and reinforcing bar of the full-scale six-story RC
building using the explicit finite element impact analysis method
was conducted. The results of the simulation were consistent
with the results of the experiment. The analysis method
employed provides excellent features where the dynamic
characteristics of the structure are automatically created by the
material characteristics of the concrete and reinforcing bar, and
by the arrangements, the dimensions, etc., of each structural
element. The evaluation of the elastic-plastic characteristics
up to large deformation caused by large input acceleration
is possible, and the conditions for damage or fracture can be
visually presented as the computer animation. Because of
the analysis method using explicit algorithms, verification of
computational accuracy and analysis results are required, and
the method can possibly be used for analysis of the large-scale
model and large input acceleration. The authors consider the
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Fig. 6 Story drift time history.
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collection of analysis data for increasing the number of examples seismic safety under severe seismic conditions as in the 2011
and verification of such analyses with the results of experiments Great East Japan earthquake will become possible.

so that shaking tests can be conducted in a simulation analysis

program. When this is possible, the evaluation of shaking

under extremely large input acceleration, which is impossible

in a shaking table test, will become possible, and evaluation of

(a) Mises stress contour at X; frame (d) Mises stress contour at X, frame
(b) Mises stress contour at X, frame (enlargement) (e) Mises stress contour at X, frame (enlargement)
(c) Displacement at X, frame reinforcement bar (f) Mises stress contour at X, frame (enlargement)

Fig. 7 FEM simulation analytical result (displacement is enlarged by 10 times).
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We perfumed numerical simulations of droplet splashing (single droplet impacting, multiple droplets impacting, and droplet-

droplet collisions). The numerical framework is based on a CLSVOF (coupled level set and volume-of-fluid) method, the THINC/

WLIC (tangent of hyperbola for interface capturing/weighed line interface calculation) method, the CIP-CSL (constrained

interpolation profile-conservative semi-Lagrangian) method, VSIAM3 (volume/surface integrated average based multi moment

method) and CSF (continuum surface force) model. Our numerical framework can reproduce a prompt splash with satellite droplets

and spikes at least qualitatively. The framework can also qualitatively reproduce droplet coalescence and separation of Weber number

30. We also conducted numerical simulations of five droplets splashing and collision of two droplets of Weber number 1000.

Keywords: droplet, splash, coalescence, CLSVOF, THINC/WLIC, CIP-CSL, VSIAM3

1. Introduction

Droplet splashes have been investigated for more than a
century (Worthington 1908). Although droplet splashing is
a historical and common research topic, it has not fully been
understood. This is because droplet splashing is quite complex
and appears as a result of complex interactions among all the
physical effects such as the inertia, viscosity, surface tension,
gravity, contact angle and roughness. Droplet impacts onto
dry surfaces as well as splashes play important roles in many
industrial applications such as internal combustion engines
(fuel droplets), inkjet printing and spray cooling. Many others
have been indicated for example in a review article (Yarin
2005). We aim to study the fundamental of droplet splashing
using numerical simulations and to contribute to a wide range
of industrial applications through the fundamental study and
numerical simulations.

2. Numerical method

We employ an approach using a regular Cartesian grid
and use the coupled level set and volume-of-fluid (CLSVOF)
formulation (Sussman & Puckett 2000), which uses both the
level set method (Other & Sethian 1988) and the VOF method
(Hirt & Nichols 1981). In this formulation, the VOF method
deals with interface motion and the level set method is used
for surface tension and wettability computations. In this paper,
the tangent of hyperbola for interface capturing/weighed line
interface calculation (THINC/WLIC) method (Xiao et al.,
2005, Yokoi 2007) is used instead of the VOF/piecewise linear
interface calculation (PLIC) method. Although the THINC/
WLIC method is a type of VOF method and satisfies volume
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conservation, it is easy to implement and the numerical results
from the THINC/WLIC method appear to be similar to the
results from the VOF/PLIC method. For the flow calculation,
we employ a finite volume framework. The constrained
interpolation profile-conservative semi-Lagrangian (CIP-
CSL) method (Yabe et al., 2001) is used as the conservation
equation solver. Although finite volume methods usually deal
with only the cell average as the variable, the CIP-CSL method
uses both the cell average and the boundary value as variables.
By using both values (moments), a parabolic interpolation
function is constructed in a cell, and the boundary value and the
cell average are updated based on the parabolic function. For
multidimensional cases, dimensional splitting is used (Xiao et
al., 2002). The volume/surface integrated average based multi
moment method (VSIAM3) (Xiao et al., 2005, 2006) is a fluid
solver which can be combined with the CIP-CSL methods. For
the surface tension force, we use the CSF (continuum surface
model) model (Brackbill 1992). For more detail see (Yokoi
2008, Yokoi et al., 2009).

3. Governing equation
We use a finite volume formulation so that we use the
following governing equation of an integral form:

J,undS=0 €N

O [ udv+iu(unds = - | pn.ds+ L . 2uD) nds+1 F+

ot QU Fu(u'nc) - p rPNg S p F( M )'nc S+p ssT0
2

Where u is the velocity, n, the outgoing normal vector for the
control volume Q with its interface denoted by T', p the density,
U the viscosity coefficient, D = 0.5(Vu + (Vu)"), Fy surface
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tension force, g the gravity acceleration. Equations (1) and (2)
are solved by a multi moment method based on the CIP-CSL
method and VSIAM3.

4. Numerical results
4.1 Droplet splashing on dry surfaces

We conducted three dimensional numerical simulations
of droplet splashing on super hydrophobic substrates. As a
validation, we compare a numerical result with the experiment

Fig. 1 A comparison between a numerical result of droplet splashing Fig. 2 A numerical result of single droplet
and the experiment (Tsai et al., 2009). splashing.

Fig. 3 Five droplets impacting onto a dry surface.

182



(Tsai et al., 2009) in which a distilled water droplet impacts
onto a super hydrophobic substrate. In the comparison,
quantitative parameters, pj,,q = 1000kg/m®, p,;, = 1.25kg/m’,
Hiiguia = 1.0 X 10° Pa-s, p,;, = 1.82 x 10° Pa's, 6 =7.2 x 10°N/m ,
09.8m/s?, the initial droplet diameter 1.86 mm, the impact speed
2.98 m/s, the equilibrium contact angle 163° are used. In this
simulation, we do not explicitly give any perturbation. Some
numerical errors (tiny random noises) such as the tolerance
of the pressure Poisson equation solver must play as the
perturbations. 200 x 200 x 100 grids are used. Figure 1 shows
the result of the comparison. The numerical result has shown at
least qualitative agreement with the experiment. Figure 2 shows
another numerical result of a distilled water droplet impact. The
diameter of the droplet is 2.28 mm and the impact speed is 3 m/s.
The simulation well captured the physics of droplet splashing
including satellite droplets and spikes. In this study, we found
that the contact angle plays a very important role in droplet
splashing behaviour. Please see (Yokoi 2011) for more detail.

Chapter 2 Epoch-Making Simulation

Figure 3 shows five droplets impacting onto a dry surface.
The numerical simulation well capture lamella structures
between droplets as observed in experiments. The numerical
framework can robustly simulate multiple as well as single
droplet impacting behaviours.

4.2 Droplet-droplet collision

Droplet coalescences play very important roles in many
paractical applications such as rain droplet formation and fuel
atomization (combustion efficiency). We conducted preliminary
numerical simulations of droplet coalescences. As a validation,
we compare a numerical result with the experiment (Ashgriz &
Poo 1990). In this numerical simulation, 128x128x128 grids are
used. The initial diameter of the water droplet is Imm. Figure
4 is the result of Weber number 30. It shows at least qualitative
agreement. Figure 5 shows a numerical result of Weber number
1000. The grid resolution is 256x256x256. Although we are not
considering that the grid resolution is enough for Weber number

Fig. 4 Comparison between a numerical result (top) and the experiment of We=40 (bottom, Fig. 10 in Ashgriz & Poo

1990). The time evolution is from right to left.

Fig. 5 Collision of two droplets. We = 1000. 256x256x256 grids are used.
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1000, if the numerical resolution is greatly increased on high-

end super computers such as ES2, the droplet behaviour would
be quantitatively reproduced.
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On the basis of the fragment molecular orbital (FMO) method, we performed the FMO-MP2 and FMO-MP3 electronic-state

calculations on the Earth Simulator (ES2) for a protein complex consisting of HA (hemagglutinin) trimer and two Fab fragments. The

FMO-MP3/6-31G calculation, which might be the world's largest target system (36160 atoms) for correlated all-electron calculations

to date, was completed in 5.8 hours with 128 nodes. Thus, a realistic applicability of FMO-MP3 calculations to large-scale proteins

has been demonstrated with the ES2 system. Molecular interaction analyses based on the FMO-MP2.5 results were then carried out

for the prediction of probable mutations in HA associated with the escape from antibody pressure.
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1. Introduction

Influenza is one of the most important infectious diseases of
humans. Recent concerns about the avian and swine influenza
viruses highlight its threat and the need to understand its
evolutionary dynamics. The influenza virus has a remarkable
ability to escape host defense mechanisms by altering its
binding characters through changes of amino acid residues in the
pertinent proteins. This property is referred to as antigenic drift
and has been thought to result from the accumulation of a series
of amino acid changes (mutations) in antigenically important
regions of proteins. In addition, the viral resistance against some
drugs is associated with analogous mutation properties as well.
It is thus essential to elucidate the molecular mechanisms by
which viruses alter their ligand binding characters in order to
find an efficient way to prepare for the pandemics and epidemics
of influenza.

There are two types of well-known proteins on the surface
of influenza virus. One is hemagglutinin (HA) associated with
the infection into host cells. Another is neuraminidase (NA)
involved in the escape from infected cells. To investigate the
interactions between these proteins and their binding partners

at the molecular level, we need to resort to some theoretical
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methods in computational chemistry. Considering the
accuracy in molecular simulations, ab initio quantum-chemical
approaches would be most dependable for the computational
analysis of molecular interactions, whereas these kinds of
simulations would demand huge amount of computer resources
for biomolecular systems. Here, we employ the fragment
molecular orbital (FMO) method [1], which has been developed
for efficient and accurate ab initio calculations for biomolecules,
for the detailed analysis of molecular interactions in HA and
NA systems. In this context, we pay attention to the inclusion
of electron correlation effects in terms of Moeller-Plesset (MP)
type perturbative treatments in order to appropriately describe
the weak interactions such as dispersion forces between
hydrophobic residues.

In 2008, we performed [2] the FMO-MP2/6-31G calculation
for an antigen-antibody system consisting of the HA monomer
and the Fab fragment (14086 atoms, 921 residues and 78390
AOs), where a total of 4096 vector processors (VPUs) of the
Earth Simulator (ES) were utilized to complete the job within
an hour. Later, the calculation with the extended 6-31G* basis
set (121314 AOs) was carried out on cluster computers, and

some specific residues associated with probable mutations
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were successfully identified through the IFIE (inter-fragment
interaction energy) analysis, thus providing a method to predict
the forthcoming mutations in HA [3].

Although the second-order MP2 calculations have become
feasible even for large proteins in conjunction with the FMO
scheme, there has been a potential demand for correlated
methods better than MP2. The third-order MP (MP3) theory
can be a straightforward option by the perturbative inclusion
of electron pair-pair interactions. Here, we employ an MPI-
parallelized integral-direct implementation of FMO-MP3
scheme in ABINIT-MPX software. The OpenMP shared-
memory parallelization is also introduced for the intra-fragment
calculations of monomers and dimers at the lower level
processing. The Earth Simulator, which was renewed in 2009
as ES2, is used as a massively parallel-vector computational
platform, in which some technical points for the vectorization
is addressed [4]. Then, we resort to a better calculation scheme,
referred to as MP2.5 method, which utilizes a half-and-half
mixture of the MP2 and MP3 energies [5].

2. Results

In the present study, we performed [4] the FMO-MP2 and
FMO-MP3 calculations with the 6-31G or 6-31G* basis set
for a complex consisting of HA trimer and two Fab fragments
(2351 residues and 201276 AOs; PDB-ID: 1KEN) and a
complex of NA and oseltamivir ligand (386 residues; PDB-ID:
2HU4) on the ES2. The modeling of the complex structures was
performed with the aid of MOE software, in which the addition
and structural optimization of hydrogen atoms were carried out.
Table 1 compiles the timing data of benchmark calculations
of HA and NA systems by using 64 nodes (total 512 VPUs)
and 128 nodes (1024 VPUs) of ES2. The FMO-MP2 jobs were
processed in 0.8 hours (48.3 minutes) for the HA monomer
and in 4.3 hours (260.6 minutes) for the HA trimer with 128
nodes. Comparison of these timings illuminates the low scaling
nature of the present FMO calculations. The acceleration from
64 to 128 nodes was slightly over 2, presumably due to the
difference in background conditions. Nevertheless, a value
close to 2 was expected because of an inherent parallelism of
the FMO calculations. It is remarkable that the increase rate of

computational cost by MP3 compared to MP2 is quite low. In

Table 1 Timing data for HA monomer, HA trimer and NA complex systems. The timing shown here is the turn-around job

time in hours. Each node with eight VPUs was assigned to the intra-fragment calculations with OpenMP. The 64

node jobs were processed during the usual production run hours, whereas the 128 node jobs were performed under

a dedicated usage with special permission. The 6-31G basis set was used throughout, except for the cases of HA

monomer and NA with the asterisk (*) meaning the use of the 6-31G* basis set.

(ngizzz)ion level Nodes (};EE; Rel® Acc’ TFLOPS
(HA monomer)

FMO-MP2 64 1.7 0.97
FMO-MP3 64 2.7 1.6 2.27
FMO-MP4(SDQ) 64 4.7 4.78
FMO-MP2* 64 4.4 1.19
FMO-MP3* 64 8.7 2.0 3.02
FMO-MP2 128 0.8 2.1 2.06
FMO-MP3 128 1.3 1.6 2.1 4.67
(HA trimer)

FMO-MP2 64 9.4 0.83
FMO-MP3 64 11.9 1.3 1.66
FMO-MP2 128 4.3 22 1.83
FMO-MP3 128 5.8 1.3 2.1 3.44
(NA)

FMO-MP3 64 1.0 3.04
FMO-MP4(SDQ) 64 2.9 4.26
FMO-MP3* 64 4.4 3.09

®Cost factor of MP3 job relative to MP2 job.
°Acceleration due to the increase of VPUs from 512 to 1024.
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particular, the FMO-MP3 calculation for the HA trimer, which
might be the world's largest target system (36160 atoms) for
correlated all-electron calculations to date, was completed in
only 5.8 hours with 128 nodes. In the case of NA-oseltamivir, a
favorable performance of FMO-MP3 calculation was obtained
as well. As a whole, a realistic applicability of FMO-MP3
calculations to large-scale proteins has just been demonstrated
with the ES2 system, while further improvements in the
ABINIT-MPX code would still be required for better accuracy
and efficiency. (In Table 1, the timing data for the most recent
FMO-MP4(SDQ)/6-31G calculations are also compiled.)
Figure 1 shows the structure of HA trimer complexed
with two Fab fragments. From the top view (b) of Fig. 1, it
is observed that a hollow structure is formed by the bundled
monomers (labeled with roman numbers and colors) and
also that the Fab fragment is situated in contact with plural
monomers. Figure 2 then illustrates the results of IFIEs
calculated at the FMO-MP2.5/6-31G level for the complex
consisting of the HA trimer and two Fab fragments. The
interactions between the yellow domain and each colored
residue are depicted in the figure, where the red and blue
correspond to the attractive and repulsive interactions,
respectively. On the basis of the evaluated interactions with
the Fab fragment antibody, as shown in Fig. 2 (a), it would be

possible [3] to enumerate those residues (marked in red) in HA

(a)
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that have a high probability of forthcoming mutations to escape
from antibody pressure. This information about the probable
mutations in HA would, in turn, facilitate the development of
effective vaccines against influenza viruses. Further, the IFIE
analysis between various domains in the complex would also be
useful for the comprehensive understanding of the specific roles
played by each domain in the complex.

For the probable mutations of amino acid residues in HA,
the following two conditions should be satisfied [3]: That is, the
mutant HA should preserve its viral function and also be able to
escape the antibody pressure. The former condition is associated
with the experimental work carried out by Nakajima et al.
[6,7], in which they have extensively introduced single-point
mutations in HA and measured the hemadsorption activity of the
mutants to assess whether the mutated sites are allowed (positive)
or prohibited (negative). The latter condition is associated with
the present work in which attractive or repulsive interaction
energies with the Fab dimer are evaluated in terms of the values
of IFIE sum of the residues in the HA antigenic regions A and
B (Fig. 2(b)). Our hypothesis [3] is that the residues satisfying
these two conditions above (i.e., allowed site and attractive
interaction) will be likely to mutate, which will be examined,
in turn, through comparison with the historical facts concerning
the actual mutations in HA.

We have evaluated the interaction energies between the

(b)

Fig. 1 Graphic representations of the influenza HA trimer with two Fab fragments: (a) side view, (b) top view. Each

monomeric domain is identified with roman numbers and colors.
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Fab dimer and all the amino acid residues in the HA antigenic
regions A and B at the MP2.5/6-31G level. There are 21
residues of allowed and attractive sites which may be predicted
to lead to mutations in our scheme. It is then observed that 17
residues of them have already been mutated. The other four
residues may be expected to be mutated in future.

As is well known, the hydrophobic residues show smaller
interaction energies with other residues than the charged
and polar residues. In the present electron-correlated FMO
calculations, we can quantitatively account for the dispersion
interaction, which is typical of these weak interactions. There
are 15 hydrophobic residues located at the allowed (positive)
sites in the antigenic regions A and B of HA. Nine residues
(121, 125, 142, 144, 146, 158, 163, 182 and 196) are under
the antibody pressure, and seven of them have already been
mutated. The residues PHE125 and VAL196 may be expected
to be mutated in future. Although three residues (124, 135 and
143) show repulsive interactions with Fab dimer, they have
been mutated. The substitution G135R enhances the attractive
interaction with glycoprotein of host cell, and G135T enhances
the attractive interaction with sialic acid. The remaining residues
GLY124 and PRO143 interact with Fab monomers by 0-1 kcal/
mol, which are very weak interactions.

Employing the HA trimer structure, we have obtained

Fig. 2 (a) Visualization of IFIEs between HA trimer (I, II, III) and Fab
dimer (I, II) calculated at the FMO-MP2.5/6-31G level. The color
represents the sign and strength of the interactions between each
residue in the HA trimer and the Fab dimer. For the Fab domain
indicated in yellow, the red and blue fragments refer to stabilized
and destabilized interactions, respectively, and the deepness of
the hue indicates the strength of the interaction. (b) Visualization
of antigenic regions A (pink) and B (light blue) by sphere
representation. The illustration was generated with BioStation

Viewer.
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satisfactory results in fair agreement with the historical mutation
data, as well as in the earlier study [3] in which the HA
monomer structure was employed. Realistic trimer calculations
for the mutation prediction based on the FMO method have thus
been performed on the ES2 system. The details of the analysis

will be reported elsewhere [8].
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A research and development project, EXTRAWING, is introduced for attractive representations and transmissions of results

of geophysical and environmental fluid simulations. EXTRAWING is based on the use of Google Earth. In this project, a novel

technique to make results of geophysical fluid dynamics simulations possible to be represented on Google Earth is proposed. A web

application program using Google Earth API is developed in order to transmit simulation results to the general public. A software

tool to facilitate making of a KML content of the simulation result using the proposed technique is also developed.

Visual data mining techniques in terms of composition of transfer functions for feature emphasis and semi-automatic feature

extraction of oceanic currents have been also studied, aimed at analysis of oceanic simulations. A way to make a multivariate color

map to emphasize all of oceanic currents equally, taking into account flow speed distribution, is proposed. As a further approach,
semi-automatic extraction of oceanic currents using one of cluster analyses based on non-hierarchical algorithms is examined.
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1. EXTRAWING

EXTRAWING is a research and development project, started
in February 2010, for novel and attractive representations of
results of geophysical and environmental fluid simulations and
effective transmission of those results to the general public. The
name "EXTRAWING" is a coined acronym consisting of the
initial letters of the following words: EXploring and TRAveling
the World INside Geoscientific data. In the following three-
subsections, we denote a novel technique of representation and
software development of both a web application and a content-
making tool.

1.1 Three-dimensional representation on Google Earth
Most of graphical contents for geoscientific information
placed on Google Earth [1] are roughly classified into following
geometric shapes: point objects (zero-dimensional form) as
earthquake centers, line object (one-dimensional form) as
tracking results of tagged pelagic fishes and surface object
(two-dimensional form) with textures as images by satellite
observations. All of these contents are written in KML [2]
format which can be opened by Google Earth. On the other
hand, results of geophysical fluid simulations are, in many cases,
obtained as spatially three-dimensional volume datasets of scalar
and vector fields. Although some kinds of three-dimensional
objects such as terrain, buildings and statistical charts can be

195

found, it is not easy to apply such ways to represent complex
features extracted from the volume data.

A straightforward way to do it is to reconstruct the features
using geometric elements like lines and polygons and write
down in COLLADA [3], which is a kind of modeling format
and used for townscape elements including buildings. This
approach is applicable to several kinds of data visualization
techniques such as isosurfaces for scalar fields and streamlines
for vector fields. However, the graphic object obtained by this
way is not good in appearance on Google Earth, because edges
of polygons of the object stand out, when the resolution of the
volume data is not very high. So it is inevitable to segment the
object into smaller polygons in order to smooth the edges. In
case of isosurface reconstruction of three-dimensional scalar
fields, particularly, increasing of smaller polygons might
seriously affect performance of the Google Earth.

We propose another approach to representing features of the
scalar fields. It is achieved by laminating surfaces where color
contour images visualized on each slice of a volume dataset are
mapped, as shown in Fig. 1. The important point here is that
suitable value of opacity is assigned to each pixel of the images.
A PNG format is useful to make such the images because it has
an alpha channel for opacity. The advantage of this approach is
that anyone can easily see the features, when viewing it from
the direction approximately same as the perpendicular direction



Annual Report of the Earth Simulator Center April 2010 - March 2011

to the surfaces. This representation requires fewer polygons than
isosurface's in many cases.

For convenience, the normal directions to the laminated
surfaces should be conformed to any one of the axes of
simulation grids, usually corresponding to latitude, longitude
and vertical directions, respectively. The surfaces perpendicular
to the vertical direction, shown in Fig. 2 (a), can be represented
on Google Earth, only using the 'GroundOverlay' method of
KML. When one views scene from high in the sky, the aim
can be accomplished only by this representation. On the other
hand, when viewing it from horizontal direction, the laminated
surfaces perpendicular to the latitude or longitude direction
shown in Fig. 2 (b) should be needed. For these surfaces,
COLLADA previously described is used partly together
with KML, because the KML has no method defining these
surfaces. Notice that COLLADA's coordinates are defined on
the Cartesian coordinate system, whereas KML's are on the
spherical coordinate system.

Fig. 1 A schematic figure of the proposed approach.

Fig. 2 Laminating direction and available data format.

1.2 Development of a web application program

The simplest way to transmit KML contents for Google
Earth is to install a web server and prepare download site of
those contents on the Internet. However, this way imposes
burdensome tasks on the user of those contents, such as
installing Google Earth, downloading the content data and
reference material and operating Google Earth's functions.
Such tasks are not easy for the people who are unfamiliar with
Google Earth. Therefore, it is important to construct a system
that everyone can easily access those datasets and comprehend
the meaning of our simulation results without such difficulties.
Under this consideration, we developed a web application
program based on an Ajax (Asynchronous JavaScript and
XML) framework with the Google Earth API [4]. The layout
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of this web application is shown in the Fig. 3. In designing the
program, we concerned about computer environment (monitor
size, browser type and version) and prepared several text
documents (Google Earth, operating instructions, FAQ, etc.).

Fig. 3 Appearance of the web application program.

As the first release on the web page, we prepared two types
of contents by simulation results by MSSG model [5]; (1)
temperature distribution in central Tokyo (Fig. 4 (a)) and (2)
Typhoon No.4 of 2007 (Fig. 4 (b)). In the case (1), the growth
and collapse streaky structure in the temperature distribution are
found in the graphical area of the figure. In the case (2), three-
dimensional structures of the Baiu front lying on the Japanese
archipelago and the typhoon located at southwest of Kyushu is
visible.

This web application was opened to the public in December
2010. The URL is as following:

http://iwww.jamstec.go.jp/esc/extrawing/

@

(b)

Fig. 4 Contents of EXTRAWING web page.



1.3 Development of a content making software tool

We are developing GUI-based software tool to facilitate
making of volume visualization contents for Google Earth. This
enables us to determine visualization parameters such as color
transfer functions, visualized range, scale along each coordinate
axis, etc., and generate a resulting KML file, in accordance
with the way described in the subsection 1.1. This tool is built
using Qt SDK [6], which provides a software development
environment of cross-platform applications on the basis of a
unique framework for user-interface creation. Fig. 5 shows a
snapshot of the main window of this program. The right hand
side (RHS) of this figure is a parameter-setting area, and the
left hand side (LHS) is a viewer area of the parameter-tuning
result of the content. In the RHS, four broad color-bands is the
region enabling to deform four transfer functions corresponding
to RGBA, respectively, using a simple mouse action. Every
white curve drawn in each band region, which denotes the
transfer function, is formed as a set of some Ferguson curves
continuously connected. User can deform the white curve by
dragging each of the control points, the endpoints of those curve
segments, with the mouse. Furthermore, he/she can also add
or remove control points on the curve cricking and dragging
the mouse. Several color map samples are prepared as preset
patterns and located on the lower side of the color-bands. These
are useful to determine quickly the forms of transfer functions.
Other effective functions, such as sliders for setting the number
of slice planes and time sequence, are also implemented in
this application. The viewer area in the LHS of Fig. 5 displays
a visualization result of applying the transfer functions tuned
at the right hand side. It is updated in real time, according the
latest transfer functions modified by the user. A color bar, where
the range and the color map are given by the above parameter
setting, is placed in the left side of this area.

Fig. 5 A snapshot of the developed software.

2. Case studies of visual data mining for oceanic
simulation
In this section, we introduce our developments of the transfer
function for feature emphasis and the semi-automatic feature
extraction from oceanic simulation data.
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2.1. Feature emphasis technique to visualize the oceanic
simulation

We propose multivariate color map in order to emphasis
the features such as ocean currents and vortices. In general, a
transfer function for color mapping is used as a vector-valued
function which assigns one set of colors such as RGB, HSV,
etc. (and also opacity in three-dimensional visualization) to an
input value. The color map is, therefore, usually represented
one-dimensionally like a straight bar. As examples, let the
distributions of sea surface temperature (SST) and flow speed
(FS) of the ocean be shown in Fig. 6 (a) and (b), respectively.
Both of them are obtained by OFES (Ocean general circulation
model For the Earth Simulator) [7] with horizontal resolution of
1/10 degree. For simplicity, let SST and FS be denoted with hue
(H of HSV) and brightness values (V of HSV), respectively.

It is also possible to divide the transfer function into
component functions and also use them in combination. Figure
6 (c) is such an example, the simple mixture of both (a) and (b).
The SST at the region where the FS is faster is emphasized.

The approach has, however, disadvantage that slower
currents are relatively suppressed whereas faster currents are
emphasized. In order to equally emphasize them, it is important
to control brightness values to fit the flow distributions as shown
in Fig. 7 (a). In this case, brightness values, denoted by a dashed
white line in this figure, has been set taking into account the
balance of flow speed distributions between Kuroshio (faster
current) and Oyashio (slower current). The result using this
color map is shown in Fig. 7 (b) (in this case, the dataset of
OFES with horizontal resolution of 1/30 degree is used).

(@)

(b)

(©

Fig. 6 (a) sea surface temperature, (b) flow speed and (c) the mixed
image of them.
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(@)

(b)

Fig. 7 (a) multivariate color map to emphasize the ocean
currents and (b) the resulting image.

2.2. Semi-automatic extraction of the ocean currents

As a further approach in order to emphasize any currents
equally, we try to extract oceanic currents individually from
the simulation data, using one of cluster analyses based on non-
hierarchical algorithms. This approach clusters elements, each
of which has an attribute, a set of values coming from several
variables at a corresponding simulation grid point, into several
groups. An initial cluster centroid of each group should be
selected manually from those elements. A cluster consists of
elements being regarded as mutually similar, beginning from the
centroid. Therefore, one of the important steps is how to define
similarity of the elements. We use a distance defined in the
attribute space of the elements as a degree of the similarity.

In the trial, we selected four variables, a temperature, a
current speed and position coordinates (latitude and longitude)
as the attribute variables, and sixteen centroids on the latitude-
longitude subspace as shown in Fig. 8. The result of this trial
is shown by color-coding in the same figure. Not only typical
currents such as the Kuroshio ((1) and (2)), the Kuroshio

Fig. 8 Sixteen centroids and the result of non-
hierarchical cluster analysis.
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extension region ((3) and (4)) and the Oyashio ((14) and (15)),
but also the mixed layer in the Kuroshio/Oyashio extension
region in the Sea of Japan are clustered almost correctly. In
continuing this work, it is important to select the centroids and
evaluate the clustering results.

Summary

The EXTRAWING project was introduced. In this project,
one novel representation technique was proposed and two types
of developed programs, the web application and the KML
content-making tool were introduced. The web application
has been public to general since December 2010. The content-
making program is equipped a viewer and GUI for deforming
transfer functions and effectively makes KML contents based on
the proposed technique which laminates color contour images
with opacity.

A multivariate color map to emphasize all of oceanic currents
equally, taking into account flow speed distribution, was
proposed. As the further approach, semi-automatic extraction
of oceanic currents using one of cluster analyses based on non-
hierarchical algorithms was also examined. Typical currents
around Japan islands were successfully clustered almost
correctly.
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