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Numerical planet: We have developed simulation code for a long time scale core formation under a self-gravitating field with
robust stokes flow solver and sticky air treatments. In this FY, we simulated our new scenario of a formation of anomalous region
above CMB during the core formation and compare the results with 1-D semi-analytical solutions. In addition, energy equation is
implemented to our code to investigate an internal thermal heterogeneity of the early Earth system. We also developed a new particle-
fluid coupled simulation code targeting magma dynamics with solidifying and melting process. Geodynamo: We have developed
new simulation code of magnetohydrodynamic dynamo in a spherical shell which can treat rotational speed variation or length-of-
day (LOD) variation from Yin-Yang dynamo code which is produced in this project. The motivation is to study the relation between
geomagnetic field variation and LOD variation caused by redistribution of water mass due to climatic change with ice and non-ice
ages. We found that LOD variation leads to geomagnetic field variation. The detail mechanism of geomagnetic field variation was

also revealed by the detail analysis.
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1. Core formation simulation: numerical planet type Krylov subspace method preconditioned with geometric
(Furuichi) multigrid method. We enhance the robustness of the inner
The formation of a metallic core is widely accepted as the solver for the velocity problem with a mixed (quad-double)

major differentiation event during planetary formation. In order ~ precision Krylov kernel calculation. As the high precision

to investigate the global core formation process of the planetary calculation method, we employ the double-double precision
interior, we have developed a numerical code for solving the algorithm which is faster than normal quad arithmetic using

Stokes flow in 3D. In our simulation, global sinking of the a vector register or cache memory. Our mixed precision

dense metal-rich material over long time scale is captured. Our method improves the convergence of Krylov method without

new solution code named “Nplat”, can solve the Stokes flow significantly increasing the calculation time.

motion with free surface under a self-gravitation by using the Last year, we proposed the new hypothetical scenario

sophisticated algorisms designed for ES2 [1-4]. Expressing the that dynamical change of the internal structure during core

free surface motion, we employ the sticky air approach. Self- formation could lead to the remaining dense less differentiated

gravitating force is obtained by solving the gravity potential material on the CMB before the giant impact event (Fig. 1 a,

equation. For solving the momentum and continuity equations, b) form our simulation results. Then in order to validate our

we developed an iterative Stokes flow solver, which is robust simulation result, we create a 1- D semi-analytical model and
to problems including jumps in the viscosity contrast [3]. Our compare the results of both models. Good agreements between
solver design consists of an inner and outer solver utilizing 3-D and 1-D models are obtained when a viscous gravitational

a strong Schur complement preconditioner and the Arnoldi relaxation creates smoothed layered material structure during
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impact intervals which is essentially 1-D layered problem. We
also develop the code “Nplat” to deal with energy equation
for investigating not only the compositional but also thermal

heterogeneity during the core formation events (Fig. 1 c).

2. Granular media simulation: numerical planet

(Furuichi)

A fluid-particle two-phase flow has been widely studied in
geodynamics, because particle-saturated fluid layer is important
for understanding the dynamics of solidifying and melting
process in the magma chamber or magma ocean. In order to deal
with such particle-fluid systems as the geodynamical modeling
in 3-D, we lunch a new sub-project for coupled simulation code
of Finite Difference method (FDM) for fluid flow and Discrete
Element method (DEM) for solid particles. Although this type
of simulation method has been developed in the engineering
field especially for high Reynolds number problems, the method
for viscous granular media over long time scales has not yet
been fully addressed.

We employ empirically derived a coupling term between
fluid flow and particle motion providing good fit with
experimental data of the creeping flow. When this coupling
force is directly introduced to the normal DEM equation of
particles, the normal DEM-fluid formulation requires a solution
of dumped oscillation with a small time step dt ~1/n for high
fluid viscosity 1. Thus the normal formulation is not suitable
for our target problems. We therefore propose to drop off the
inertial term from the equation of particle motion likewise the
Stokes flow. With this approach, we can employ the large dt~n

for the problems with highly viscos fluid. In addition, since

our original solution algorithms for both of FDM and DEM are

designed for the massively vector parallel architectures, we can

solve large size of problems in 3-D geometry (Fig. 2).

3. Geodynamo simulation (Miyagoshi)

Geomagnetic field protects the Earth’s surface environment
from harmful cosmic rays and solar winds. The barrier effect
depends on the intensity of geomagnetic field. Therefore, future
changes in the intensity of geomagnetic field are a matter of
serious concern for life on earth. The intensity of magnetic field
is deeply associated with the habitability of the planet.

The intensity of geomagnetic field is not temporally
constant and has experienced temporal changes of ~50% in
maximum which is discovered in recent about one million
years [5]. However, causes and mechanisms of changes of
geomagnetic field intensity are still mysterious. For one of the
keys, the correlation between climatic changes with ice and
non-ice ages and geomagnetic field intensity changes has been
pointed out [6][7]. The redistribution of water mass on the
Earth with ice and non-ice ages causes the change of inertial
moment of the Earth. It leads to rotational speed variation or
length-of-day (LOD) variation. The viscosity of fluid metal
in the core is low, so the convection in the core is greatly
influenced by the rotation and its change. The amplitude of
the perturbation from those LOD changes will be very large,
which is nearly equal to the convection velocity [6] because
of the low Ekman number (strong rotation effect) in the core.
This perturbation would affect the convection in the core, and
thus magnetohydrodynamic (MHD) process which produces
geomagnetic field. Actually, correlations between geomagnetic
field variations and Milankovitch cycle which is associated

with the climatic variation have been pointed out. However,

Fig. 1 Snapshot of the simulated evolution of the planet with core formation by the impact (a) initial state with first impact; (b) final state with a

radius » = 0.8 Re; (c) thermal structure during the core formation. The white and orange isosurface represent metal-rich and proto planet

materials respectively. The semi-transparent iso-surface indicates the silicate rich material.

Fig. 2 Snapshot of the simulated falling 5 million particles in very viscous fluid (n = 8.5¢3[Pas])



there have been no MHD numerical geodynamo model with
LOD variation. In this project, we have developed numerical
geodynamo simulation code in a spherical shell with LOD
variation from Yin-Yang dynamo code which is produced in
this project [8][9].

Until the last fiscal year, we have succeeded numerical
geodynamo simulations with LOD variation by the newly
developed code. In this fiscal year, we have analyzed details
of the geomagnetic field variation. We especially focused on
the investigations for variations of physical values except for
geomagnetic field intensity, and understanding the mechanism
of geomagnetic field change. The employed parameters are,
the Ekman number O(10”), Rayreigh number O(10%), and
both Prandtl and magnetic Prandtl numbers are unity. To the
magnetic dipole moment dominant solution like the Earth, LOD
variation is inputted. We found that geomagnetic field variation
arises and its amplitude depends on the Ekman number. To
understand the mechanism of geomagnetic field variation,
we performed calculations for high time cadence output with
calculations of other important physical values. We found that
LOD variation firstly affects the convection of fluid metal, and
confirmed the detail for the change of convection activity. The
relation between convection activity and geomagnetic field
variation was also found. There are changing physical values
except for geomagnetic field intensity, for example, heat flux
at the boundary. And we found that the heat flux and other
variations are deeply associated with geomagnetic field change.
The first report for details will be published as a Letter in the

next fiscal year.

4. Mantle convection simulation Miyagoshi &

Kameyama

For mantle convection in this project, in this fiscal year we
especially focus on the mantle dynamics in super-Earths. Since
the first discovery of the extra-solar planet at 1995, many super-
Earths have been found. Super-Earths have a high density
like the Earth, not a gas planet as Jupiter, and the mass of the
super-Earths is up to about ten times the Earth’s mass. It is an
interesting question whether those super-Earths are habitable
or not. There are many factors for habitability on super-Earths,
and it is no doubt that mantle convection in super-Earths is one
of the most important factors to know each super-Earths are
habitable or not. Because it determines the surface environment
and cooling rate of the fluid metal core in super-Earths. For
cooling rate of the core, it is associated with the intensity of
super-Earth’s magnetic field which protects surface of the planet
from harmful cosmic rays or star winds.

In this fiscal year we especially focus on the large adiabatic
compressibility effect in super-Earth’s mantle. The radius of
super-Earths is larger than the Earth, which indicates that the
thickness of their mantle far exceeds the thermal scale height.

This suggests that the adiabatic (de)compression effect is
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important for the dynamics in super-Earth’s mantle compared
with the Earth’s mantle. The intensity of the adiabatic (de)
compression effect is estimated by the dissipation number
D,=agd/C,, which is the non-dimensional parameter. Here o
is the thermal expansivity, g is the gravity, d is the thickness
of the mantle, and C, is the specific heat in constant pressure,
respectively. In the Bousinnesq approximation, which is
usually used in mantle convection simulation, adiabatic (de)
compression effect is neglected and D, is regarded as zero. In the
Earth D~0.5, so the Boussinesq approximation is well method.
On the other hand, in super-Earths whose mass is ten times
the Earth’s mass, D, reaches 5, so adiabatic (de)compression
effect is extremely larger than the Earth and the effect cannot
be neglected to understand the mantle dynamics. Almost all
previous studies for mantle convection on super-Earths use
Boussinesq approximation. Only Tackley et al. (2013) [10] uses
annelastic approximation which focus on the post-perovskite
rheology and plate tectonics in super-Earths. However, the
adiabatic (de)compression in their model is still weak (about
twice the effect in the Earth), and they do not focus on and
not investigated the effect of adiabatic (de)compression. We
have performed numerical simulations on mantle convection
with high adiabatic compressibility, high Rayleigh number, and
strong temperature-dependent viscosity due to the large size of
super-Earths. We found that the thermal structure and mantle
dynamics are totally different from those which are previously
known, including Tackley et al. (2013) [10].

The model is as follows. Thermal convection of
compressible infinite Prandtl number fluid is solved in a
rectangular box whose aspect ratio is 4:1, by the ACWUTEMAN
code which is produced in this project [11][12]. One of the
strong points of the ACuTEMAN code is that it can calculate
high Rayleigh number and strong temperature-dependent
viscosity model with good precision. In super-Earths whose
mass is ten times the Earth’s mass, the radius becomes about
twice than the Earth. The temperature difference between the
surface and bottom is thought to become also large by its large
radius. For these contributions, the Rayleigh number in super-
Earths will become considerably larger than the Earth. The
Rayleigh number in our model is 10°, 10", and 6x10° (which is
the Earth’s Rayleigh number, for comparing with other cases).
The temperature-dependent viscosity contrast between the
surface and the bottom of the mantle is up to 10”. We assume
that the mass is ten times the Earth’s mass. The D, is 5. The
depth-dependent thermal expansivity is taken into account. The
density profile we use is suggested by Valencia et al. (2006)
[13]. The ratio of thermal expansivity between the surface
and the bottom is about 10, and the ratio of density is about 3.
The temperature is fixed at the bottom and the surface. The
employed grid number is 1024 (horizontal) and 256 (vertical).

We have calculated about 15 cases in various R, and

temperature-dependent viscosity 7. The needed calculation time
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depends on R, and r. For example, in R,=10" and r=10*, ~330
hours times 2 nodes equal ~660 node hours is needed. In the
most heavy parameter case, more than ~450 hours times 2 nodes
equal ~900 node hours is needed (not yet finished). If our model
is extended in three dimensional box with the grid number 1024
times 1024 times 256, the needed node hours is estimated as
660 node hours times 1024 is equal to ~ 680000 node hours
even for one case. This is enormously larger than the total node
hour we can use in this project per year (39000 node hours). So,
larger scale simulations in three-dimensional model are a next
challenge with the new Earth Simulator. In this fiscal year, we
analyzed detail for some parameter cases and have found that
the thermal structure and the mantle dynamics in super-Earths
is totally different from that in the Earth by strong adiabatic
(de)compression effect. For example, the efficiency of heat
transport by mantle convection is considerably different from
the Earth’s one. This will greatly affect the thermal evolution
history and habitability on super-Earths. We also found that the
temperature-dependent viscosity is also important for mantle
dynamics. Compared with no temperature-dependent viscosity
model (Tachinami et al. 2013, submitted) [14], the thermal
structure and the state of mantle dynamics is considerably
different. The preliminary first Letter and the full paper will be
published in the next fiscal year.
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