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Geodynamo: We have performed numerical geodynamo simulations with length-of-day (LOD) variation associated with

Milankovitch cycle by using the Yin-Yang geodynamo code which was developed in this project. We mainly investigated the period

of twenty thousand years for LOD variation. We found that the LOD variation causes geomagnetic field variation. It strongly affects

the fluid flow, the Joule heating, and so on. The change of the Joule heating is important for geomagnetic field variation.

Numerical planet: We have developed simulation code for a growing planet with core formation in 3D. In this FY, we have

developed the implicit time stepping technique toward thermal convection simulation surrounded by sticky air. Our proposed method

which deals with the material transport as a nonlinearity, is found as effective scheme to reduce the computational cost to obtain the

numerically stable solution in comparison to the conventional explicit time stepping method.
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1. Geodynamo simulation (Miyagoshi)

We have studied geomagnetic field variation associated
with the Milankovitch cycle by magnetohydrodynamic (MHD)
geodynamo simulations by using the Yin-Yang dynamo code
The

geomagnetic field is not temporally constant and changes with

which was developed and used in this project [1][2][3].

various periods. By recent progresses of paleomagnetism,
geomagnetic field variations with the periods of several tens of
thousands years have been discovered [4]. For this variation,
the relation to climatic changes is pointed out [5]. The relation
is as follows. The cycle of ice and non-ice ages arises by
the variation of the intensity of solar radiation caused by the
Milankovitch cycle. The volumes of continental ice sheets also
changes with the cycle. This causes redistribution of water
mass on the Earth, thus changes of the inertial momentum of the
Earth. It causes rotational speed changes or length-of-day (LOD)
variations (Fig.1). The LOD variation may affect geomagnetic
field variation through changes of convection of fluid iron in the
Earth’s outer core. However, there was no geodynamo model

with LOD variation. We have investigated the mechanism of
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geomagnetic field variation with the period of twenty thousand
years, which is close to one of the Milankovitch cycle.
The mechanism of geomagnetic field variation is found by

the detail analysis of numerical simulation results. Our results

rotational axis

ice ages non-ice ages
Fig. I The schematic picture of the LOD variation by the Milankovitch
cycle. In ice ages the water mass concentrates near the polar
region by the development of the continental ice sheet while
there is no concentration in non-ice ages. This causes the LOD

variation.
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show that geomagnetic field changes with the amplitude of
several tens of percent. We found that the important factor for
geomagnetic field variation is the variation of the Joule heating.
The LOD variation initially affects the fluid motion in the
core. The Joule heating is strongly affected by the change of
convection, thus it changes associated with LOD variation. We
published the paper for detail results in this fiscal year [6]. The
contents of the study were press released from Japan Agency for
Marine-Earth Science and Technology (JAMSTEC).

2. Mantle convection simulation (Miyagoshi &

Kameyama)

We have studied the mantle convection in super-Earths
by the ACUTEMAN code [7-8]. Super-Earths are extra-solar
terrestrial massive planets. The mass reaches ten times the
Earth’s at the maximum. The mantle convection affects the
operation of plate tectonics, or the generation of the planet’s
magnetic field through influences to core convection. These
factors are related to the habitability of the super-Earths. The
mantle convection also affects the thermal evolution history of
super-Earths. Our motivation is to understand the fundamental
physical process of mantle convection in super-Earths and get
keys to understand these problems.

One of the important factors for mantle convection in super-
Earths is a strong adiabatic compression effect. The size of
super-Earths is of course considerably large than that of the
Earth, which means the adiabatic compression effect and the
stratification of the density are important. The intensity of the
adiabatic compression effect is measured by the dissipation
number D;=0gd/C,, where o is the thermal expansivity, g is the
gravity, d is the thickness of the mantle, and C, is the specific
heat in constant pressure, respectively. In the Bousinnesq
approximation which is often used in models of the mantle
convection for the Earth, the adiabatic compression effect is
neglected and D, is regarded as zero. At the surface of massive
super-Earths with ten times the Earth’s mass, the D, reaches
about 5. We take 5 for the D,.

Figure 2 shows one of the numerical simulation results.

In this simulation, the Rayleigh number is 10'* and the

temperature-dependent viscosity contrast between the top
and the bottom is 10°. One of the important results is that the
activity of hot plumes is totally lowered while that of cold
plumes remains strong. The reason is as follows. The adiabatic
compression effect depends on the original temperature of
plumes. The buoyancy force of hot plumes is weakened
because of the increment of the adiabatic temperature gradient
by the strong adiabatic compression effect. In contrast,
the negative buoyancy of cold plumes is hardly weakened
because the adiabatic compression effect depends on the
original temperature of plumes. In addition, by the formation
of the thick lithosphere due to the high viscosity contrast, the
temperature of the isothermal core increases. This reduces the
difference of the temperature between hot plumes and ambient
materials so the buoyancy force of hot plumes is more and more

lowered. The result is published in this fiscal year [9].

3. Core formation simulation: numerical planet

(Furuichi)

We have been developed a numerical code for simulating
global sinking of the dense metal-rich material over long time
scale during the planetary core formation process. Our code
named “Nplat”, solves the Stokes flow motion with free surface
under a self-gravitation by using the sophisticated algorisms
designed for ES2 [10-13]. With this code, we can investigate
the dynamical change of the internal structure owning to the
compositional density anomaly during the core formation.
Such dynamics might generate thermal and compositional
heterogeneity on the CMB. The conventional explicit time
stepping algorithm however is difficult for simulating a thermal
evolution because a numerical oscillation problem arises in
solving free surface motion.

To investigate an efficient solution strategy for such free
surface thermal convection problem, we have developed the
implicit time integration schemes. We deal with the material
transport given by tracer makers as the nonlinearity coupled to
the Stokes flow equations. As the nonlinear solver, we employ
the inexact newton-like nonlinear solver implemented with

Jacobian free newton Krylov (JFNK) and Picard preconditioner.

Fig. 2 One of the numerical simulation results for mantle convection in super-Earths. The color shows the potential temperature distribution. Red is

large and blue is small, respectively.



In order to evaluate the performance by our solver, we solved
thermal evolution problem surrounded by sticky air layers of
Fig. 3a. Fig. 4a and Fig. 4b show the averaged velocity of the
middle layer by the explicit and implicit time stepping methods,
respectively. The explicit method requires the small time step
size (CFL = 5.0e-3) to obtain the numerically stable solution, but
implicit method is found to be unconditionally stable for time

step size. Fig. 3b shows the computational cost and load balance
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by each solution method to reach ¢ = 1.0e7. With the implicit
time stepping technique (Imp), we could reduce 60% of CPU
time compared with explicit method (Explicit). We also propose
the semi-implicit method (Semi-imp) which uses grid based
advection method to reduce the cost to evaluate the nonlinear
residual. Our proposed semi-implicit method successfully

reduces 90% of CPU time by the conventional explicit method.

m other

B advection

mzolve A
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Fig. 3 Left:(a) initial temperature profile of three layers. Right:(b) CPU time and load balance to solve free surface thermal convection. Explicit, Imp

(PIC) and Semi-imp (3rd) stand for the explicit, full implicit and semi-implicit time integration method, respectively.
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Fig. 4 Plot for averaged velocity of middle layer in free surface thermal convection test.

material transport method
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