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Core formation: We have proposed new implicit time stepping method for a Stokes flow problem with a free surface. Our target
is to simulate thermal convection in the long term planetary core formation process. In order to apply wider stability region for the
oscillatory behavior of free surface deformation, we utilizes a Jacobian free Newton Krylov (JFNK) based Newton framework for
an implicit solution of the Stokes flow system coupled to the marker in cell (MIC) method. In comparison with the general explicit
Euler method, our methods reduce total computational cost successfully through the utilization of a large time step without sacrificing
accuracy and stability. Magma: In order to numerically simulate a crystal settling of the magma dynamics, we have developed new
simulation scheme for solving high-viscosity fluid and particle dynamics in a coupled computational fluid dynamics and discrete
element method (CFD--DEM) framework. Our solution strategy is found to be robust and successfully captures the collective
behavior of the particles. Mantle convection: We have studied mantle convection in super-Earths with ten times the Earth’s mass. We
systematically investigated properties of mantle convection for various Rayleigh number and temperature-dependent viscosity. From
numerical simulation results, the regime diagram of mantle convection in super-Earths was clarified. Geodynamo: We performed
test calculations with higher resolution than previous models’ one for preparation of high resolution simulation with the new Earth

Simulator from next fiscal year.
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1. Core formation simulation: numerical planet integration scheme will require very small time steps; otherwise,
(Furuichi) serious numerical oscillation (spurious solutions) will occur.
We develop numerical schemes for solving global scale Due to this numerical difficulty form the deformable surface, the

Stokes flow systems employing the “sticky air” (approximate solution of Stokes flow problems including a free surface is one

free surface) boundary condition with marker in cell (MIC) of the grand challenges of computational geodynamics.

technique [1]. Our target application considers the dynamics For an efficient solution of the stiff system with the free
of planetary growth involving long time-scale global core surface, we proposed new the implicit time stepping method for
formation process, for which the interaction between the surface MIC technique. The implicit time integration possesses a wider
geometry and interior dynamics play an important role [2, 3, stability region than the explicit method; therefore, it is suitable

4]. The numerical problem becomes stiff when the dynamical for solving the stiff problems with large time step size. The

balancing time scale for the increasing/decreasing load by non-linear equations defined by the implicit time integration of

surface deformation is very short compared with the time the marker advection are solved using a Jacobian free Newton

scale associated with thermal convection. Any explicit time Krylov (JENK) framework. Following two key techniques are

83



Annual Report of the Earth Simulator April 2014 - March 2015

(2)
10°2 —x— Explicit ; T
—o— Implicit TR- BDF2 x
‘xx 2
X
a0 =3 5. O
g 10 X
o e o /
3 X ’ //
L Al 3
g) 10 N /o /O(Atz)
) O(At) -
= - '
1077+ ¢
107" 10° 10" T

Time stepsize [ T '1]

(©)

12000

10000

Other
m Solve lincar

2

000

CP[;T time [s]

4000

2000

.‘Semi-implicit."\

\t=4.0e5 |

N

Explicit: At/1= 0.2 Tmplicit: At/t=4 Semi-Implicit: At /t=4

Fig. 1 Left:(a) Peak topography error of the viscous bump relaxation test. Center :(b) Temperature profile of free surface thermal evolution test. Right

:(c) CPU time and load balance to solve free surface thermal convection.

combined for this nonlinear solver.

First, not to lose accuracy by using large time step, we apply
second order (trapezoidal method (TR) and trapezoidal rule -
backward difference formula (TR-BDF2)) accurate implicit
methods for the MIC solution scheme. Fig. 1(a) shows the error
analysis of viscous bump relaxation test. Compared with the
solution with the explicit Euler time stepping method with A#/
1, Implicit TR-BDF2 method allows the use of larger time
steps without compromising accuracy due to the oscillatory
behavior. In addition, we can confirm numerically that the
error curves for TR-BDF2 method are second order accurate. It
clearly shows that the second order TR-BDF2 method have an
advantage in that it can achieve a certain solution accuracy at a
larger time step size than that required by the general first order
Explicit methods.

Secondly, since the cost for evaluating a nonlinearity of MIC
advection directly from the marker coordinate, we proposed
the new method which evaluates update the nonlinear residual
temporary by the Eulerian advection method. The accuracy
and stability obtained by this method can differ from the full
implicit method of MIC, because the profiles transported by
the Eulerian method are inconsistent with those defined by the
markers. Therefore we consider this method a semi-implicit time
integration method. When using the semi-implicit method, we
can expect reduced computational cost compared with implicit
method because the Eulerian advection is cheaper than MIC
operations. Fig. 1(b) shows the transit thermal profile of the
core formation simulation surrounded by free surface from the
same initial conditions with the implicit and semi-implicit time
integration schemes. We can confirm that their solutions are
visually consistent. This suggests that the temporal difference
between the maker and Eulerian update does not play an
important role in thermal evolution of global scale phenomena.
Fig. 1(c) shows the breakdown of the execution time to obtain
the solution of Fig. 1(b). Our proposed semi-implicit method

shows the best performance because it reduces the cost not only
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from using large time step size but also from cheap nonlinear

residual update [1].

2. Magma simulation including granular media

(Furuichi & Nishiura)

The dynamics of a granular media has been suggested to
play an important role in a reheated magma chamber by a
hot intrusion(e.g. [5, 6]), but their contributions in the long
geodynamical time scale are not clear yet. In order to solve
high-viscosity fluid and particle dynamics, we have developed
a coupled Stokes--DEM simulation code [5]. This simulation
scheme is intended to be used for geodynamical magmatic
studies such as crystal settling at the melting roof of a magma
chamber.

The high-viscosity fluid is treated by the Stokes-flow
approximation, where the fluid interacts with particles via the
drag force in a cell-averaged manner. The particles are tracked
with contact forces by DEM. Here conventional CFD--DEM
solution procedures are not suitable for Stokes--DEM simulation
because high viscosity of fluid causes the coupled system to
be stiff, thus requiring a very small integration time step to
obtain an explicit fluid and particle solution. Consequently,
the associated computational cost is unreasonably high. To
efficiently solve such Stokes--DEM coupled equations, we
propose two key techniques. One is formulation of particle
motion without the inertial term, allowing a larger time step at
higher viscosities. The other is a semi-implicit treatment of the
cell-averaged particle velocity in the fluid equation to stabilize
the calculation.

Figure 2(a) shows the calculated average settling velocity
of particles in hindered settling problem against the volume
fraction of fluid. We can confirm that our Stokes--DEM scheme
can quantitatively capture the collective behavior of settling
particles predicted by theoretical and empirical models. We
have also demonstrated the highly concentrated dense particles

(fluid volume fraction is around 0.59) in the thermal convection
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Fig. 2 Left:(a): Settling velocities of particles with various grid size and theoretical and empirical models (b) Settling particles in granular media with

the thermal convection.

in Fig. 2(b). This setting represents the first-stage toy model of
the erosion process at the melting roof of the magma chamber.
Figure 2 (b) shows drastic change of rheology of granular media
near the surface to the bottom fluid with the thermal erosion
by the upwelling plumes. Our solution strategy is found to be
robust and successfully captures the collective behavior of the

high-viscosity granular media [5].

3. Mantle convection simulation (Miyagoshi &

Kameyama)
Super-Earths are extrasolar terrestrial planets with larger

mass than that of the Earth. The most massive super-Earths’
mass is about ten times the Earth’s mass. It is an interesting
question that whether super-Earths are habitable like the Earth
or not. Mantle convection is one of the most important factors
to clarify the habitability of super-Earths, because it affects the
surface environment of the planet through the motion of the
surface, and the generation and strength of the magnetic field of
the planet through control of the vigor of thermal convection in
the fluid metal core. To understand mantle convection in super-
Earths, we performed numerical simulations with the Earth
Simulator by the ACUTEMAN code [7, 8] which was developed
by our ES project.

Super-Earths have a larger size than the Earth’s one, so
adiabatic compression effect is strong. This effect is important
for thermal convection in the mantle. In numerical simulation
models for mantle convection of the Earth, the Boussinesq
approximation is often used. However, the approximation
neglects the adiabatic compression effect so it is not relevant
for mantle convection in super-Earths. We took into account
the strong adiabatic compression effect which is relevant for
massive super-Earths with ten times the Earth’s mass, which has
not been studied in earlier models.

We found that the hot plume activity in the mantle of

massive super-Earths is considerably lowered while cold plume
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activity is not so lowered. These features are caused by the
strong adiabatic compression effect. In addition, we found that
the efficiency of heat transport by thermal convection is totally
reduced compared with that expected from earlier Bousssinesq
models. A part of these results were published in the last fiscal
year [9].

We also have performed systematic research for various
Rayleigh number and temperature-dependent viscosity contrast,
and clarified the regime diagram of mantle convection in super-
Earths. We found that the criteria for transition to the stagnant
lid regime (in the regime plate is formed at the surface of the
planet) is different from that of the Earth. In addition, we found
that the thickness of plate is much larger than that of the Earth

in the stagnant lid regime. The paper for detail is submitted.

4. Geodynamo simulation (Miyagoshi)
In this fiscal year we calculated higher resolution models

than previous model’s one to prepare for calculations on the new
Earth Simulator from next fiscal year. Although calculations
with target physical parameters could not be done, we got some
information and hints to prepare new models for the calculation

on the new Earth simulator.
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