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The recent years have seen an increased demand for higher functionality (e.g., earthquake resistance) and more complexity
in the development, design, and functional evaluation of the social infrastructure (civil engineering and architectural structures).
Simultaneously, a growing need has also occurred for studies on maintenance and improvement of the functions of the existing
infrastructure. For such investigations, in addition to technical information surveys and numerical analyses (finite element method
analysis), model-based experiments are used for confirmation and other purposes. For models, it is necessary to reproduce actual
Earth pressures, especially for systems that include ground soil elements, including underground structures and structure foundations,
etc. In lieu of the large-scale actual tests, centrifuge model tests are performed. However, such tests must be performed for multiple
cases, requiring extensive amounts of time, labor, and expenses. Meanwhile, with the development in computing technology, model
tests using particle approaches have become possible, enabling soil analysis at the level of soil particles (from several hundred
million to several billion particles). Using this discrete element method, where individual particles are modeled, we aim to develop a
numerical ground test system that enables a nearly complete reproduction of laboratory soil element tests, and numerical analyses of

ground and structure systems using centrifuge model tests.

Keywords: Discrete element method, Centrifuge model test, Triaxial compression test, Fault displacement

1. Introduction for both saturated and unsaturated soils. With the development
In the development process for civil engineering structures, in computer hardware and software, it is currently possible to
reduced-scale model testing is frequently performed in perform DEM analysis on a scale of 10 billion particles [3-6];
optimal-structure studies and behavior confirmation, and for further, with soil particle numbers equivalent to the ordinary
evaluation-model validation and confirmation. In particular, centrifuge model soils, the configuration of a numerical ground
when the study target is a system that includes ground soil, model fulfilling the above-described concepts has become
centrifuge model tests are commonly performed to reproduce possible.
actual Earth pressures. However, because model tests require In this study, we verified the usefulness of our numerical
extensive amounts of time, labor, and expenses, the cases ground test system. This was performed through simulation
tested may be insufficient, thereby resulting in suboptimal analysis, using our developed numerical ground test system,
results. Thus, to realize breakthroughs in the efficiency of the in an existing centrifuge model experiment [7], with the
social infrastructure developmental processes, we developed simulation of a box culvert buried in sand soil directly above
a numerical ground test (virtual laboratory) system based on a backfilled fault at a site that is undergoing a reverse fault
particle approaches that can complement the centrifuge model displacement. A comparison was made between the simulation,
testing. The aim of our virtual laboratory system is to construct, and the experiment results for the Earth pressure exerting on
via modeling individual soil particles with the discrete element the box culvert in tandem with fault displacement, in addition
method (DEM) [1], a numerical ground model such that the to changes in the ground surface shape. Further, a preliminary
particle structure and macroscopic density match those of the simulation analysis of the centrifuge model test was also
actual soil (thereby matching soil strength and deformation performed, and simulation analysis of a triaxial compression test
characteristics, as well). Using a hybrid method with the DEM of the centrifuge model sand soil was performed to calibrate the
and applying the smoothed particle hydrodynamics (SPH) [2] numerical model soil.

for pore fluids, we aim to realize a numerical ground test system
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2. Simulation of geotechnical centrifuge model test
2.1 Experimental overview and numerical ground
model

Figure 1 shows an overview of the fault-displacement—load
soil tank used in the centrifuge experiment. The experiment
consisted of a 1/50 scale model, with a hanging wall slab (at
the right side of the figure) at the 50-g site, quasi-statically
elevated from the horizontal plane at 30°, to create a reverse
fault displacement within the model soil. The soil material was
the dry Gifu No. 7 silica sand, compacted to a relative density
Dr=90%. The underground structure was a box culvert of length
160 mm, height 120 mm, and wall thickness 20 mm, set within
the soil to be in contact with the slab. A fault displacement of
60 mm (actual 3-m equivalence) was performed without the
underground structure, and of 100 mm (actual 5-m equivalence)
with the structure.

The model soil in the numerical ground test system consisted
of DEM particles having particle distribution equivalent to
that of the Gifu No. 7 silica sand. While the depth was 1 m
in the test, considering the computational load, it was set to
0.001 m in the simulation. To reduce the effects of side wall
friction, the side wall coefficient of friction was set to "0."
Approximately 200 million DEM particles were used under
the stated computational conditions. When the Earth simulator
of 512 nodes was used, the time required for computation was

approximately 1 week.

500 mm

—
o
N
W

Gifu No. 7 silica sand
0%

Footwall Hanging wall

Fig. 1 Schematic diagram of soil tank used in centrifuge test.

2.2 Triaxial compression simulation

To calibrate the strength and deformation characteristics
of the numerical model ground, a simulation analysis was
performed on the triaxial compression test of the Gifu No.
7 silica sand. A test specimen of closely packed particles
was created, and a triaxial compression test simulation was
performed under confining pressure conditions (lateral pressure
constant) equivalent to those of the experiment: 50 kPa, 100
kPa, and 200 kPa. Considering the computational load, the
specimen was at 1/4 the actual size, with a height of 25 mm,
and a diameter of 12.5 mm. The number of DEM particles
was approximately 200,000. With the proper settings of the
coefficient of friction and the coefficient of rolling friction of
the DEM particles, a sand soil model was created having a shear

strength equivalent to that of the model sand soil.
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Figure 2 shows the appearance of the specimens at
predetermined coaxial strains after the yields were obtained
from the triaxial compression test simulation. The particle
colors show the rotational speed of the particles, with the greater
shift from white to black indicating faster rotation speeds.
We confirm that the particle rotation speeds increased within
the shear zones. Further, we also observed that with a higher
confining pressure, the concentration into a single shear zone
occurred. Figure 3 shows the relationships between deviatoric
stress and average principal stress at deviatoric stress peaks,
for both the experiment and simulation. They match closely
(both have internal frictional angles of 38°), confirming that
the numerical ground model was successfully created, having
the same shear strength as the centrifuge model ground. It is
noteworthy that for the simulation analysis, the interparticle
friction coefficient was set at 0.5, with the rolling friction
coefficient of 0.01.

(a) 65750 kPa
Axial Strain 12%
Fig. 2 Fracture pattern of test pieces in triaxial compression simulation

(b) 55=100 kPa
Axial Strain 11%

(c) 6455200 kPa
Axial Strain 9.0%
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Fig. 3 Relationship between average principal stress and deviatoric
stress at the yield point in the triaxial compression test.

2.3 Centrifuge model simulation

Figure 4 shows the appearance of the ground as obtained
via the preliminary centrifugal model test simulation. This
was performed using the uncalibrated model ground, as it was
performed before the model ground calibration using the above-
described triaxial compression simulation. Compared with the

case with no box culvert, when the box culvert was included,
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the fault site as it appears on the ground surface moved toward
the footwall side. A slight rotation of the box culvert in the
counterclockwise direction can also be confirmed. These
results are the same as the experimental results of [7]. Figure 5
compares the simulation and experimental results for the shape
profile of the ground surface after the predetermined reverse
fault displacements (shown are actual dimensions). Differences
in the ground surface changes due to the presence or absence of

the box culvert are well reproduced by the numerical model.

Initial condition

(a) Without box culvert

After fault slip

Initial condition After fault slip

(b) With box culvert
Fig. 4 Ground and box culvert motion with fault displacement obtained

by DEM simulation.
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Fig. 5 Shape profile of ground surface after fault slip.

3. Conclusion

Using our developed numerical ground test system based
on a large-scale particle approach, ground particles were
modeled particle by particle, and a simulation analysis was
performed for the triaxial compression test and centrifuge model
test (experiments). Based on the comparisons between the
simulation and experimental results, we verified the usefulness
of our numerical ground test system. In future studies, we plan
to use the numerical ground model that is calibrated based on
the triaxial compression test simulation of the present study to
perform a replication analysis of the centrifuge model test, for
a more quantitative validation concerning ground deformation,
Earth pressure exerting on the box culvert, etc. We also intend
to perform further verifications using a variety of test systems

that include groundwater.
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