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Using the Earth Simulator opened in March 2015, eight research projects were completed in the Strategic Project with Special
Support from Dec. 2016 to March 2018. This report covers the topics of the technical support for these research projects.
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Report:
Strategic project with special support is a short-term project

technical support in all aspects of high performance computing
played an important role.

spanning four or five months. Significant results were achieved In the Strategic project with special support from Dec. 2016
using the state-of-the-art supercomputer, the Earth Simulator to March 2018, Technical staff took charge of the support for

(ES). To deliver significant results within a limited period, each project (as shown in the Table 1). The technical staff

Table I Research Project and Support Staff

List of Strategic Project with Special Support
December 2016-April 2017

Project Name, Name of Project Representative and Professional Affiliation of Project Representative

Name of Support Staff

“High-accuracy Fluid Dynamic Numerical Simulations of a Propeller Fan for Obtaining Further
Understanding of Fluid Physics and Mechanisms of Aerodynamic Noise: Towards the Improvement in
Noise-related Environmental Problem”, Hikaru Aono, Tokyo University of Science

Yuichi Saito

“Development of High-resolution Environmental Assimilation Dataset”, Masayuki Takigawa,

Mikiko Ik

JAMSTEC iliko Tkeda

List of Strategic Project with Special Support (Grand Challenge)

May 2017-August 2017
Project Name, Name of Project Representative and Professional Affiliation of Project Representative Name of Support Staff
“Construction of the Tropospheric Chemistry Reanalysis Version 2”, Masayuki Takigawa, JAMSTEC | Mikiko Ikeda

“High-resolution Regional Reanalysis over Japan Assimilating Conventional Observations”, Shin
Fukui, Tohoku University

Yuichi Saito

September 2017-December 2017

Project Name, Name of Project Representative and Professional Affiliation of Project Representative

Name of Support Staff

“Energy Extraction from Localized Turbulence by Internal Gravity Wave”, Koji Nagata, Nagoya
University

Yuichi Saito

“Assessment of Flood Risk in Hokkaido Associated with Climate Change”, Tomohito Yamada,

Obayashi Corporation

. . Mikiko Ikeda
Hokkaido University
Strategic Project with Special Support (Innovation Challenge)
Project Name, Name of Project Representative and Professional Affiliation of Project Representative Name of Support Staff
“Development of Numerical Geotechnical Laboratory Based on Particle Methods”, Syuichi Yamamoto, L
Yoshiyuki Imato

“Annual Micro-scale Wind Field Simulation with MSSG”, Hiroshi Imamura, Wind Energy Institute of
Tokyo, Inc.

Yuichi Saito
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proactively provided support for all aspects of the research
project implementation.

In terms of program tuning, in the project “High-resolution
Regional Reanalysis over Japan Assimilating Conventional
Observations”, we tuned the assimilation program LETKF and
improved the efficiency of the job execution processing.

About tuning of program LETKF, we tuned the processing
(execution file “chmean” and “letkf.m01”") executed by LETKF.

The tuning results are as follows.

execution file ASIS (sec) Tuning(sec)
chmean 1,706 673
letkf.mO1 684 216

Furthermore, we improved the efficiency of the job
execution. The program NHM-LETKF executes programs by
job submission for each step. We modified the program so that
these processes can be processed with one job submission. It
aims to reduce job waiting time and staging processing. As
results, our tuning and improvement has achieved about 5.42

times speed up of the job executions.

380

In other project “High-accuracy Fluid Dynamic
Numerical Simulations of a Propeller Fan for Obtaining
Further Understanding of Fluid Physics and Mechanisms of
Aerodynamic Noise: Towards the Improvement in Noise-
related Environmental Problem”, we optimized the program
toward large scale execution on ES. We firstly measured
the performance of the program, and then optimized the
arithmetic processing, communication processing, and file
output processing. As a result, reduced the execution time from
106,879 seconds to 69,984 seconds using 45 nodes. It means
about 1.52 times speed up of the execution. We separately tuned
each part: the arithmetic processing, communication processing
and file output processing. By applying it from the part where
tuning was finished it was able to proceed efficiently.

By providing above support for each project, the support
staff have gained high-level technical knowledge. We will make

full use of this knowledge to support other research projects.
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