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Properties Values

Maximal diameter of sand grain 0.85 mm
Mass-median diameter D5, of sand grain 0.5487 mm
Density of sand grain p, 2700 kg/m?*
Minimal and maximal dry bulk density (1332, 1651) kg/m*
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Particle simulation methods such as DEM (Discrete element method) and SPH (Smoothed hydrodynamics) are useful
for geoscience and industrial applications due to the flexibility of geometrical conditions. However, the efficient
parallelization for HPC and model extension to nonlinear rheology are technically difficult. In this project, we develop the
code DEPTH (DEM based Parallel mulTi-pHysics simulator) which solves solid earth science, disaster prevention, and
industrial problems. In this fiscal year, we extend the DEM model to involve a geochemical particle module and the use of
half-precision mixing operations to accelerate SPH computation. In addition, the progress of applications for large-scale
landslide simulation, optimization of mixing processes of granular materials in water, and analysis of shield tunneling
machines as industrial applications of DEPTH, are presented.

Keywords :
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1. Introduction

Discrete element method (DEM) solves individual particle
motions with contact frictions (Fig. 1). Large-scale DEM
calculations can reproduce the direct multiscale dynamics of
collective motion of granular materials [1,2] and contribute to the
development of truly physics-based disaster prevention and
geotechnical applications. However, the basic algorithms of
DEM are more complicated than other particle methods,
especially in memory management for contact interaction
calculations. It is therefore difficult to support the distributed
memory parallelization to use such as Earth Simulator. Therefore,
we have developed the software DEPTH (DEM based Parallel
mulTi-pHysics simulator) for large-scale parallel computing
utilizing our original dynamic load balancing technique [3]. Here
we report on the technological developments of DEPTH, such as
the extension of particle interaction and the improvement of
computational efficiency, as well as the results of the applications

in solid earth science, powder engineering, and civil engineering.

2. Geotechnical particle module and periodic
boundary granular box

To deal with the material behavior of rocks and soils with
DEPTH, we introduced a new geotechnical module. In addition
to the conventional contact friction interaction, we extended the
DEM model to handle adhesion forces. By calibrating the normal
and tangential adhesion parameters in the model, it is possible to
reproduce the material behaviors in such as slump flow tests of
concrete and triaxial compression tests of soil (Fig 1(a)).

Fig. 1(b) shows the results of numerical triaxial compression
tests of host rock and fault rock collected and measured by Kobe
University in the Boso Peninsula at depths of 2-4 km. The

Particle simulation, DEM, SPH, granular material, multi-phase, landslide, accretionary

observed envelopes were well reproduced by the DEPTH. This
technique enables the simulation of accretionary prism formation
that reflects realistic rock fracture properties.

Our new particle models produce calibrated specimen data,
including particle configurations. However, it is difficult to apply
these techniques directly to, for example, landslide problems,
because the initial cost to set up particles are large in 3D
simulation. Although the initial random particle configuration is
important to assume a sufficiently disordered structure, the cost
of adapting random packing to a wide area is too large to perform
a 3D large-scale simulation utilizing ES4. We thus proposed a
periodic boundary granular box (PG box), which is an assembly
of particles in quasistatic states within a virtual box, where the
periodic boundary conditions are satisfied across all the box faces.
This feature allows a seamless connection of PG boxes through
their faces to form larger packings of complicated geometries at
a reasonable cost even for large-scale simulations.

: Fault rock|

50

(b)
Figure 1: (a)Triaxial test (b)Simulated failure envelopes of

a [MPa) 100

host rock and fault rock.

3. An efficient implementation of low-order precision
SPH
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One of the recent key issues with HPC including GPU is
improved computer performances in low-order precision
simulations, such as half-precision. Therefore, we examined the
efficient use of half-precision arithmetic for particle simulation of
fluids (SPH). We propose a scaling-and shifting method to
maintain the simulation accuracy at nearly the same level as
float/double precision.

Fig. 2 compares the breakdown of the execution time. The
computation time required for kernel integration was drastically
reduced by using the half-precision with the A100 of ES4-GPU,
the cost of converting the solution obtained in half-precision to
double precision was substantial. This is because half-precision
arithmetic was not officially supported in EPYC, the CPU of ES4,
and thus could not be optimized. We could derive conditions
including the architecture dependencies in which half-precision
is effective on the SPH.
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Figure 2: Comparison result of wall clock time with different

precision schemes

4. Landslide simulation

One of the targets of DEM simulation is the landside problem.
Simulating detailed processes of three-dimensional behavior is
challenging because requires fine-grained large-scale simulation.
Therefore, we performed the simulation of Aso Ohashi landslide
event that occurred in 2016 by using DEPTH. As a geotechnical
model, we used the PG box from Sec. 2 that was calibrated for
data of black ash soil obtained by Kyushu University. Particles
were placed as shown in Figure 8 with different geotechnical
properties based on the high-resolution version of the 3D
topographic data (50 cm resolution) and the results of the
borehole survey.

Figure 3: Result of landslide simulation with lower landslide

scenario.

- Earth Simulator JAMSTEC Proposed Project -

The landslide simulation using ES4-CPU was performed with
approximately 10 million particles with a grain size of ~20 cm.
An important question in the Aso event is why long-distance
sediment transport over 700 m has occurred under dry conditions.
Our experiments show that the scenario with a combination of
two landslides, which are started from the top of the sliding area
and the lower part, can reproduce long distant sediment transport,
as shown in Fig. 3. This scenario is consistent with the borehole
investigations that were conducted separately.

5. Underwater mixing process

Mixing granular materials plays versatile roles in various
engineering fields. Especially in recent years, it has attracted
much attention from marine engineering due to the demand for
subsea resource development. Therefore, we have conducted
underwater granular mixing simulations using DEPTH as an
application for predicting the performance of subsea equipment
[4,5,6]. Underwater granular mixing processes are modeled by
the Lubrication force. Further, a non-dimensional parameter is
introduced to evaluate the mixing resistance.
The simulation is first calibrated by a laboratory mixing
experiment involving colored sand immersed in water (Fig. 4).
The direct simulation with realistic particle size required over 9
million particles was performed by using DEPTH. A parametric
study is then conducted to evaluate the geometric and operational
factors involved in the mixing process, including the blade angle,
penetration depth, filling depth, container-blade aspect ratio,
model scale, and rotation speed. It was found that a blade angle
range was a critical control parameter in terms of minimal mixing
resistance. These findings can contribute to economic design for
numerical and laboratory experiments with scaled-down models.

geometric and operational
factors investigated:

a« e/ Pn
dp ol dh
dy w

Figure 4: Underwater mixing experiment and comparison

bwteen real experiment and caliburated simulation result.

6. Multiphase SPH-DEM

engineering

simulation for civil

Prediction of dynamical motion of the sand-water mixed state
is important for evaluating the risk of ground excavation and
liquefaction. To tackle such problems, a coupled simulation
method of SPH for water flow and DEM for soil particle motion
was developed. Fig. 5 shows an example of the coupled flow
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simulation of sand and water. When an outlet was placed at the
bottom center, sand mixed with water was discharged at first, but
gradually the sand particles supported each other by inter-particle
friction, which suppressed the discharge and formed an arch-
shaped tunnel. Subsequently, it was confirmed that the inter-
particle friction could no longer hold out, and the tunnel collapsed.
This method will be used for practical civil engineering
applications in the future.

Figure 5: Results of soil-water coupled simulation.
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