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We develop an open-source magnetohydrodynamic (MHD) simulation code “OpenMHD” for solar and space plasma

researches. The code has been ported to the NVIDIA GPU architecture recently. We are preparing to improve the parallel
communication module of OpenMHD-GPU on ES4-GPU, and then we will make the code publicly available in future.
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1. Introduction

Magnetohydrodynamic (MHD) simulation plays a key role in
predicting complex phenomena in solar and space plasma
environments. Meanwhile, it has become difficult for
researchers to maintain a simulation code, which employs up-
to-date numerical schemes and which runs on the latest
computing platforms. Owing to this, there are growing demand
for a shared simulation code in a research group or a publicly-
available code for a community.

One of the project members (SZ) has been developing a
parallel MHD code “OpenMHD?” over years [1,2]. OpenMHD
is a second-order finite-volume code with HLLD-type MHD
flux solver [3]. It is written in modern Fortran and is parallelized
with MPI and OpenMP. As of 2021, the code was used in 12
research papers.

We have recently ported OpenMHD to the NVIDIA GPU
architecture using the CUDA Fortran language. We further
improve our code, so that we can explore larger-scale problems
on multiple GPU nodes. In this project, we will extensively test
and improve the parallel communication module in OpenMHD-
GPU on ES4-GPU. Then we will make our code publicly
available on the Internet.

2. Progress in 2021

Unfortunately, since we applied for ES4 very late, we only had
one month in FY 2021. Since our time was limited, we did
several preparations to run multi-node GPU code on ES4-GPU.
For example, we managed to reduce the memory footprint of
OpenMHD-GPU.

In addition, we partially implemented a latest numerical solver,
an LHLLD solver [4]. One can test the new solver in OpenMHD
and OpenMHD-GPU by setting a variable. Figure 1 presents our
test results. We have calculated the linear evolution of the Kelvin-
Helmbholtz instability with the HLLD (solid lines) and LHLLD
(symbols) solvers. The top red line is a reference result. The
HLLD solver fails to reproduce the linear evolution of the KH

vortex due to numerical dissipation for the low-resolution runs
(the green and blue lines). The LHLLD solver is designed to
reduce the numerical dissipation --- thus, we expect rapid growth
of the KH vortex even in the low-resolution cases. However, as
shown in Figure 1, we see that the LHLLD results and the HLLD
results are very similar. At this point, we fail to see improvements
by the LHLLD solver. This is quite probably due to our
implementation of the LHLLD solver in the OpenMHD code.
We are investigating this problem now.
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Fig. 1:
ad~hoc proxy of the evolution of the fastest—growing
mode of the KH instability.

Time development of max(|v,|), which is an
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