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1. Outline of Consortium

Bio Molecular Consortium was established in March,
2003. The main mandate of the consortium is to evaluate
proposals proposed by the members of the consortium for
Earth Simulator projects among themselves from the profes-
sional point of view and then to recommend proper propos-
als with certification of the consortium as candidates of
Earth Simulator projects. As mentioned below, through the
evaluations, these proposals are brushed up to have a high
quality of research as projects on Earth Simulator. The num-
ber of the members is now more than 40 and they are the top
scientists in this field of Japan.

2. Goals of Consortium

As an important research area, bio technology is being
recognized recently. Thus, our objectives are:

1) To understand the mechanism of efficient biological sys-
tems at molecular levels

2) To apply knowledge obtained from simulations to indus-
trial activities such as drug and enzyme design

Basically, all the codes of bio molecular simulations used
here are originally developed in order to achieve these objec-
tives with high performances on Earth Simulator and related
simulations are carried out to demonstrate their usefulness as
the second objective.

Another is to recommend proposals to Earth Simulator,
which are reviewed to be proper projects to be carried on it.
To be distinct, these proposals are sent to all the consortium
members for peer review. Then, after such selections, the
chair will recommend them with certification of the consor-
tium. Therefore, the research quality of the proposals which
are recommended, are kept to be high from the professional

point of view.

3. Activities of Consortium

As mentioned before, the major activity of this consor-
tium is to recommend bio-related material simulations to
Earth Simulator. The other is to provide these researchers
with a place for sharing information of simulations related to
biology, since these areas have been developing rather inde-
pendently. For detailed understanding of the mechanism of
biological systems, collaborations by these researchers in
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different areas such as genome informatics, protein folding,
molecular dynamics and so on, are clearly needed. In the
consortium, this is achieved by circulating their proposals
before applying to Earth Simulator.

4. Sub-Themes of Project
This year, the following four projects were selected:

1) "Protein Folding Simulations from the First Principles",
directed by Yuko Okamoto of Nagoya University

2) "Large Scale MD Simulations of Proteins on the Earth
Simulator: MD simulations of hemoglobin in water",
directed by Minoru Saito of Hirosaki University

3) "Analysis of the Function of a Large-scale Supra-biomol-
ecule System by Molecular Dynamics Simulation System,
SCUBA (Simulation Codes for hUge Biomolecular
Assembly)", directed by Hisashi Ishida of Japan Atomic
Energy Agency

4)"A Novel Phylogenetic Classification Method of
Genomic Sequence Fragments from Uncultured Microbe
Mixtures in Environmental and Clinical Samples", direct-
ed by Takashi Abe of National Institute of Genetics and
SOKENDAI
The activity reports of these researches are given below.

. Cross Relationship of Sub-Themes

To understand mechanism of biological systems at molec-
ular levels, it is needed to hybridize many of individual theo-
ries and computational technologies which have been devel-
oped in separated areas such as genome informatics, protein
folding, molecular dynamics simulation and so on. Therefore,
Bio Molecular Simulation Consortium now conducts 4 sub-

themes given above as the Earth Simulator projects.

<Sub-Theme 1>

In this sub-theme, a powerful molecular dynamics simula-
tion algorithm called Replica-Exchange Molecular
Dynamics (REMD) has been applied to the ab initio folding
simulation of a rather small protein, protein G, in explicit
water molecules. The numbers of amino acids and surround-
ing water molecules are 56 and 17,187. The total number of
replicas is 224 in this simulation using successfully 112
nodes of Earth Simulator. A more powerful simulation algo-
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rithm (MUCAREM) than REMD for folding simulation of
protein G in explicit water are ready in order to further
enhanced sampling.
<Sub-Theme 2>

The purpose is to computationally demonstrate and visu-
alize the structural changes of hemoglobin using COS-
MOS90 which is able to efficiently simulate protein motions
in water with all degrees of freedoms and long-range
Coulomb interactions. Using COSMOS90, molecular
dynamics simulations of hemoglobin in water are carried out
this year. That is, 85 simulation jobs of hemoglobin were
submitted to the earth simulator and executed in about four
months. The obtained results are consistent with the experi-
mental hypothesis, i.e., the subunit alp1 relatively rotates
against to the o232 subunit like two stack dumbbells.
<Sub-Theme 3>

A molecular dynamics simulation system, called SCUBA,
is now under development, which is designed to handle
more than one million particles efficiently on parallel com-
puters. To perform such large-scale simulations, Particle-
Particle Particle-Mesh (PPPM) which is able to treat long-
range Coulomb interactions accurately and efficiently, is
adopted. A benchmark is taken using the system of a
RuvAB-Holliday junction complex consisted of 546,725
atoms. In order to elucidate how RuvA recognizes the
Holliday junction and how branch migration occurs at the
molecular level, molecular dynamics simulation of RuvA-
Holliday junction DNA complex is underway.
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<Sub-Theme 4>

Self-Organizing Map (SOM) is an effective tool for clus-
tering and visualizing high-dimensional complex data by
mapping onto a two-dimensional map. The conventional
SOM to genome informatics is modified, by making the
learning process and resulting map be independent of the
order of data input, and a novel bioinformatics tool is devel-
oped for phylogenetic classification of sequence fragments
which are obtained from pooled genome samples of
microorganisms in environmental and clinical samples. The
SOM to classify sequence fragments derived from the
Sargasso Sea near Bermuda is used, resulting the Sargasso
sequences are effectively visualized on a single map.

These projects are considered to be leading edges.

6. Future Plans and Scopes

Recently, Bio and Nano Simulations are expected to pro-
duce next generation technologies for material developments
in industries, which will be considered to be safe and cost-
less for the environments. To accomplish this, computer
codes are to be developed in Japan originally. This is one of
the goals of Bio Molecular Simulation Consortium.

For it, it is strongly required to hybridize those which
have different functionalities using component based pro-
gramming. One issue is how to share data generated by the
components, for example, with XML. Thus, it is clearly
needed to have collaborations between computer scientists
and computational scientists.
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