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The Earth Simulator has the highest power ever achieved to perform molecular dynamics simulation of large-scale supra-

molecular systems. We are developing a molecular dynamics simulation system, called SCUBA, which is designed to run a

system composed of more than a million particles efficiently on parallel computers. This fisical year, the arrays used in the

program of SCUBA were intensively optimized to reduce the amount of memory use. This optimization enabled SCUBA to

perform molecular dynamics simulations of large-scale supra-molecular systems comprised of more than a million atoms on

the Earth Simulator. Moreover, the Martyna-Klein-Tuckerman algorithm was extended to utilize the multiple time step

method, which increases the time step length significantly. Then, in order to elucidate the dynamics of the 70S ribosome,

molecular dynamics simulation of the 70S ribosome including its explicit solvent, a system which is composed of about two

million atoms, has been performed using SCUBA. A model of a nascent polypeptide was included in the system to investigate

how the nascent polypeptide passes through the exit tunnel within the large subunit of the 70S ribosome. The ratchet-like

motion of the 70S ribosome, which is thought to be important for the genetic translation, was successfully observed.
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1. Introduction
Molecular dynamics (MD) simulation not only provides

dynamic descriptions of molecules on the atomic scale, but

also provides valuable information for the interpretation of

experimental data. The rapid development of computer

power and the elucidation of the structures of biological

macromolecules by X-ray crystallography and other experi-

ments have increased the need for large-scale MD simula-

tions in the field of biology.

We are developing an integrated molecular simulation

system for biological macromolecules, called SCUBA

(Simulation Codes for hUge Biomolecular Assembly),

which is designed to run a system composed of more than a

million particles efficiently on parallel computers.

SCUBA has several special features:

1. Topology of biomolecules

The structure of SCUBA's program code is optimized for

a system in which the topology of a biomolecular struc-

ture is considered.

2. A variety of force field parameters

At present SCUBA can use the AMBER, CHARMM and

GROMOS force field. The parameter file for the topology

of biomolecules can be obtained from the PDB file by

using the input module in SCUBA.

3. A variety of simulation methods

A variety of simulation methods, such as energy mini-

mization, molecular dynamics, free energy calculations,

normal mode analysis, principal component analysis and

so on, are included.

4. Algorithm for non-cutoff electrostatic interactions

SCUBA utilizes the Particle-Particle Particle-Mesh

(PPPM) algorithm, which efficiently calculates all the

Coulomb electrostatic interactions [4]. This algorithm

reduces the computational time required to calculate the

electrostatic forces from the conventional O(N2) to

O(NlogN).

5. Input and output compatibility

SCUBA's input and output file format is currently com-

patible with those used by AMBER [1].

6. Portability

Written in Fortran90, SCUBA is designed to be easy to

read, modify and extend. Users can easily maintain the

existing code, and develop the current algorithms and

integrate new ones.
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7. Control files

The control files for running SCUBA are described in a

user-friendly manner.

8. Time-integral algorithms for long time steps

SHAKE, and RATTLE which allow the time step taken to

be larger by fixing the bond lengths and angles in the sys-

tem are available.

9. Time-integral algorithms with high accuracy

The Martyna-Klein-Tuckerman (MKT) algorithm which

produces the correct ensemble thermodynamically is

available. This fisical year, the MKT algorithm was

extended to utilize the multiple time step (MTS) method,

which increases the time step length significantly [5].

10. Parallelization

SCUBA employs the domain decomposition (DD)

method, which divides the volume of the physical system

into rectangular subcells with a length longer than the

potential cutoff radius. The processor assigned to a sub-

cell needs to evaluate the interactions between the atoms

in the subcell and between the atoms in 26 neighboring

subcells. SCUBA employs the method for minimizing

communication between processors proposed by D.

Brown [6], which enables the number of processors

between which data must be transferred to be reduced to

only 7 of the neighboring subcells.

11. Vectorization

In order to improve the performance of SCUBA on the

Earth Simulator, the algorithm to calculate the interac-

tions among the atoms is intensively vectorized.

12. Dynamic load balance

To overcome the load imbalance associated with irregular

atomic distribution, a dynamic load-balancing algorithm is

implemented. Moreover, the number of processors used to

calculate the PM part of PPPM can be optimized to mini-

mize the computation by allowing the number to change.

13. High performance

By intensive parallelization and vectorization, and by

using the dynamic load balance mentioned in 10, 11, and

12, SCUBA has achieved both a high parallelization effi-

ciency ratio and a high vectorization ratio. SCUBA has

achieved a parallelization efficiency ratio of 75.8 %, and a

vectorization ratio of 96.2 % even 45 nodes (360 proces-

sors) were used to perform an MD simulation for a system

of RuvAB-Holliday junction complex which consisted of

546,725 atoms.

14. Optimization of memory use

This fisical year, the arrays used in the program of

SCUBA were intensively optimized to reduce the amount

of memory use. This optimization enabled SCUBA to per-

form molecular dynamics simulations of large-scale

supra-molecular systems comprised of more than a mil-

lion atoms on the Earth Simulator.

2. Multiple time step method implemented in SCUBA
This fisical year, the Martyna-Klein-Tuckerman (MKT)

algorithm was extended to utilize the multi-time step (MTS)

method, which increases the time step length significantly [5].

In MD simulations, the forces associated with different

degrees of freedom evolve on different time scales. In the

biological system, the amount of computation of the short-

range forces is light while that of the long-range forces is

heavy. The problem with integrating the equations of motion

is that the short-range interactions, whose calculations are

not heavy, determine the time step limit.

To overcome this limitation and to increase the time step,

several algorithms have been developed. One method, used

by SHAKE and RATTLE, is to fix the bond lengths and

angles in the system. Another approach is to use a multiple

time step (MTS) method devised by the decomposition of

the Liouville operator. The time evolution of the system can

be written as a transformation from t = 0 to t = τ, 

Γ (τ) = eiLτ Γ (0)

where Γ is a multidimensional vector of independent coordi-

nates and momenta of the system. L is the Liouville opera-

tor, which consists of three components, iL1, iL2, and iLbath.

iL1 updates coordinates q, and the size of the system. iL2

updates momenta p. iLbath updates the parameters of barostat,

thermostat, and adjusts the momenta corresponding to the

changes of the bath variables. A detailed description of these

equations is included in reference [5].

The basic idea of the MTS method is to integrate the fast

motions at a small time step and the slow motions at a long

time step. To realize the MTS in the framework of the MKT

algorithm, the operator iL2 is divided as:

Among the several decomposition schemes of the opera-

tor L, we utilize XO-RESPA [5], in which the time-evolution

operator is factorized as:

where a small time step, δt = ∆t/n (n is an integral which is

more than 1), is used to update momenta of atoms due to the

short-range forces.

In the MTS method, forces are classified into fast and slow
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forces according to the frequency of the vibration. In general,

forces associated with bonded interactions including bond

stretches, torsional, short-range nonbonded interactions (van

der Waals, electrostatics) within the cutoff length are classi-

fied as fast forces. In SCUBA, the electrostatic interactions

outside the cutoff length are efficiently calculated as recipro-

cal-space interactions by the PPPM method. Although the

reciprocal-space interactions are usually classified as long-

range forces, an additional elaborate separation of slow

forces from the reciprocal-space forces is implemented in

SCUBA to further improve the accuracy of the MTS method.

A detailed explanation of the separation of the reciprocal-

space forces of PPPM is described in reference [7].

It is also beneficial for the parallel computations to use a

MTS method which avoids the computation of the slow

forces in PPPM at every small time step because the calcula-

tion of the reciprocal-space forces includes massive the fast

Fourier transform (FFT) calculations, which have a lower

parallelization efficiency ratio, and massive data communi-

cation among the parallel processors, which also reduces the

parallelization efficiency ratio. This MTS method requires

no more CPU time than SHAKE or RATTLE, and can lead

to even larger improvements in speed.

As a natural enhancement of the separation of the forces

into fast and slow forces, the factorization of the fast or slow

forces into more forces can easily be done. In SCUBA's

input file, users can assign the forces into three categories,

fast, middle and slow forces.

3. Molecular dynamics simulation of the 70S ribosome
3.1 Introduction

Ribosome is one of the supra-biomolecules used in the

process of translating genetic information to the amino acid

sequence. It is composed of a small (30S) and a large (50S)

subunit. The 30S subunit decodes genetic information, and

the 50S subunit is responsible for polypeptide bond forma-

tion, and the elongation of the nascent polypeptide. The nas-

cent polypeptide leaves ribosome through an exit tunnel.

A number of the structures of the 70S ribosome have been

determined by X-ray crystallography and electron

microscopy (EM). Before we started the molecular dynamics

simulation of the 70S ribosome, we analyzed the conforma-

tional changes in the 70S ribosome by fitting an X-ray struc-

ture of the 70S ribosome into EM images which were

observed under various reaction conditions from the initial

to the final stage of the translation of messenger RNA. The

fit structures were compared, and it was found that there

were several exit tunnels with a diameter of more than 6 Å.

The structure of a tunnel was changeable and its entrance

was closed at the initial stage of protein synthesis [8].

However, the view of the conformational change of the

tunnel by fitting an X-ray structure into EM images is static,

not dynamic. Therefore, the dynamic properties of the tunnel

are not yet well understood. In order to understand the

dynamic properties of the tunnel, we started to perform an

MD simulation of the 70S ribosome with a nascent polypep-

tide inside the tunnel.

3.2 Modeling of the nascent polypeptides

We used the atomic structure of Thermus thermophilus

70S ribosome, which was determined by X-ray crystallogra-

phy (PDB code: 1YL3 and 1YL4, resolution: 5.5 Å) [9].

However, the atomic structure of the nascent polypeptide has

not yet been determined by X-ray crystallography. Therefore,

we modeled the structure of the nascent polypeptide. First, a

number of straight polyalanine, which have 36 amino acids

of alanine, were located along the tunnel. Figure 1 shows one

of these polyalanines. Then, ten conformations, which have

less atomic collisions between the modeled polypeptide and

the wall of the tunnel, were chosen as appropriate candidates.

In order to optimize the conformation of the polyalanine, a

simulated annealing (SA) was performed for each polypep-

tide in vacuum. The distance-dependent dielectric constant of

4.0r with the value of r in Angstrom was used, and non-

bonded interactions were evaluated with a cut-off radius of

14 Å. A time-step of 0.5 fs was used throughout the simulat-

ed annealing. After the SA simulations, the structure which

had the minimum energy (summation of the internal energy

of the polyalanine and interaction energy between the

polyalanine and the ribosome) was selected as the model of

the optimal structure.

Fig. 1  Model of the nascent polypeptide inside the exit tunnel. Blue is

the tRNA at P-site. From the PTC, the nascent polypeptide (CPK

model) passes through the exit tunnel in the large subunit of the

70S ribosome. Large subunit, 50S, is drawn in wire-frame (upper

side). Small subunit, 30S, is drawn in ribbon model (down side).
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3.3 Molecular dynamics simulation of the 70S ribosome

Using SCUBA, we have carried out a molecular dynamic

simulation of the 70S ribosome with the optimal polypeptide

located inside the tunnel. The 70S ribosome is placed in a

rectangle box with the size of 286 Å, 286 Å and 263 Å as

shown in Fig. 2. In this box all the atoms of the 70S ribo-

some are separated more than 15 Å from the edge of the box.

To neutralize the charges of the 70S ribosome, counter-ions

were placed at the positions with large negative electrostatic

potential. The 70S ribosome was then surrounded by

539,992 water molecules. Finally, the systems of the 70S

ribosome were composed of 1,878,425 atoms (The 70S ribo-

some = 253,897, polyalanine = 363, counter-ion = 4,399 and

water = 539,992 × 3). The dielectric constant used was 1.0

and the van der Waals interactions were evaluated with a

cut-off radius of 8 Å. The PPPM was used for the electro-

static interactions. In the PPPM the reciprocal interactions

were evaluated with grid spacing around 1 Å. The size of the

charge grid was chosen to be 28 = 256 for each dimension so

that the fast Fourier transform could be applied to increase

the speed of the calculation of the reciprocal-space term. The

MD simulation of the system was carried out for several

nanoseconds at a constant pressure of one bar and a tempera-

ture of 350 K. The temperature of 350 K was chosen to

match the optimal conditions for the growth of Thermus

thermophilus. MKT's constant temperature and pressure

algorithm was used to control the temperature and pressure

of the system. The MTS algorithm with a time step of 1 fs

for short forces and 2 fs for long forces was used throughout

the simulation to integrate the equations of motion.

3.4 Results

The average atomic fluctuations of the 70S ribosome in

the thermal equilibrium were calculated as shown in Fig. 3.

It was found that the regions near the boundary between the

50S subunit and the 30S subunit have unique features. In the

50S subunit, the L7/L12 stalk and L1 stalk were found to be

especially flexible. The L7/L12 stalk consists of the L7/L12

dimer, protein L11 and helices H42-H44, and it is consid-

ered that the L7/L12 stalk is involved in the interaction with

EF-G in the EF-G·GTP bound state. The L1 stalk consists of

protein L1 and helices H76-H78, and the L1 stalk is consid-

ered to facilitate the release of the E-site tRNA and to be

actively involved in the translational movement of tRNA

from the P-site to the E-site. Therefore, it is considered that

the flexibility of the L7/L12 stalk and L1 stalk is important

for the function of ribosome. In the 30S subunit, there were

no significant features. The atomic fluctuations in the 30S

subunit were smaller over all as compared with those of the

50S subunit, although some outward regions have large fluc-

tuations such as h6 at the region of spur, helix 33 and 37 in

the region of head (h33–h40). It is considered that the 30S

subunit moves rather like a rigid-body.

The atomic fluctuations at the boundary between the 50S

subunit and the 30S subunit were also evaluated. It was

found that the intermolecular B1a and B1b bridges had espe-

cially large fluctuations. B1a, which has been called the "A-

site finger", consists of a long helical RNA arm (helix 38 of

23S rRNA which comes from the central protuberance) and

S13 which is situated at the head of the 30S subunit. B1b is

formed of only proteins:S13 and L5 which are situated near

the P-site tRNA. Therefore, it is considered that the flexibili-

Fig. 2  70S ribosome, a supra-biomolecular complex, consisting of 4 RNA molecules and about fifty protein mole-

cules. The size of the 70S ribosome system and the number of atoms in the system are 286 Å × 286 Å ×

263 Å and 1,878,425 atoms, respectively. The exit of the tunnel can be seen in the center in this figure.

Only 1% of water molecules are shown to show the 70S ribosome clearly.



261

Chapter 3  Epoch Making Simulation

ty of B1a and B1b is involved in a large-scale inter-subunit

movement of the 50S subunit and the 30S subunit, which

has been called "ratchet-like motion" [10].

Moreover, principal component analysis (PCA) was per-

formed to measure the directions of the collective motions of

the 70S ribosome. Even though our simulation time was

rather short (about 1 nanosecond), it was revealed that a low

frequency mode showed a so-called ratchet-like motion.

The structure of the polypeptide in the exit tunnel had a

partially folded conformation. The part of the polypeptite

which was in the middle of the tunnel was extended and the

parts of the polypeptite that were near the entrance and exit

of the tunnel were partially folded. This observation is con-

sistent with the result obtained by an experiment which

showed that the formation of polypeptide in the tunnel sig-

nificantly depended on its location [11].

4. Conclusion
We have started to perform an MD simulation of the 70S

ribosome using SCUBA, which achieves a high paralleliza-

tion efficiency ratio and a high vectorization ratio. In the

near future, we are going to perform an MD simulation of

the nascent polypeptide as it passes through the exit tunnel

to elucidate the dynamics of the polypeptide and the function

of the 70S ribosome.

References
[1] D.A. Pearlman, D.A. Case, J.W. Caldwell, W.R. Ross,

T.E. Cheatham, III, S. DeBolt, D. Ferguson, G. Seibel

and P. Kollman. AMBER, a computer program for

applying molecular mechanics, normal mode analysis,

molecular dynamics and free energy calculations to elu-

cidate the structures and energies of molecules. Comp.

Phys. Commun., 91, 1–41 (1995).

[2] B.R. Brooks, R.E. Bruccoleri, B.D. Olafson, D. J.

States, S. Swaminathan, and M. Karplus. CHARMM: A

Program for Macromolecular Energy, Minimization,

and Dynamics Calculations, J. Comp. Chem., 4,

187–217 (1983).

[3] W. F. van Gunsteren and H. J. C. Berendsen. GRO-

MOS: GROningen MOlecular Simulation software.

Technical report, Laboratory of Physical Chemistry,

University of Groningen, Nijenborgh, The Netherlands,

(1988). 

[4] R.W. Hockney and J.W. Eastwood, Computer

Simulation Using Particles. McGraw-Hill, NY, (1981).

[5] G. J. Martyna, M. E. Tuckerman, D. J. Tobias and M.

L. Klein, Explicit reversible integrators for extended

systems dynamics, Mol. Phys., 87, 1117–1157 (1996). 

[6] D. Brown, J. H.R. Clarke, M. Okuda and T. Yamazaki.

A domain decomposition parallelization strategy for

molecular dynamics simulations on distributed memory

machines. Comp. Phys. Commun., 74, 67–80 (1993).

[7] R. Zhou, E. Harder, H. Xu and B. J. Berne, Efficient

multiple time step method for use with Ewald and parti-

cle mesh Ewald for large biomolecular systems, J.

Chem. Phys., 87, 1117–1157 (1996). 

[8] H. Ishida, A. Matsumoto, Y. Tsutsumi and K. Yura,

Conformational analysis of the structure of ribosome fit

into electron microscopy density maps with normal

mode analyses and molecular dynamics simulations,

16th International Microscopy Congress, Proceedings,

242, (2006).

[9] L. Jenner, P. Romby, B. Rees, C. Schulze-Briese, M.

Fig. 3  The amplitudes of the thermal fluctuations of atoms in the 70S ribosome are color coded. The top half

is 50S and the bottom half is 30S. The high amplitude of the thermal fluctuations is shown in red, and

the low amplitude is shown in blue. Only the Cα atoms in the ribosomal proteins and phosphor atoms

in the ribosomal RNA are shown.



262

Annual Report of the Earth Simulator Center  April 2006 - March 2007

Springer, C. Ehresmann, B. Ehresmann, D. Moras, G.

Yusupova. and M. Yusupov, Translational Operator of

mRNA on the Ribosome: How Repressor Proteins

Exclude Ribosome Binding. Science, 308, 120–123

(2005).

[10] J. Frank and R. K. Agrawal, A ratchet-like inter-subunit

reorganization of the ribosome during translocation.

Nature, 406, 318–322 (2000).

[11] J. L. Lu and C. Deutsch, Folding zones inside the ribo-

somal exit tunnel. Nat. Struct. Mol. Biol., 12, 1123–1129

(2005).



263

Chapter 3  Epoch Making Simulation

SCUBA Simulation Codes of
hUge Biomolecule Assembly

1 1 1 1

1

SCUBA SCUBA

PPPM

SCUBA

360 95 50 SCUBA

200


