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A coupled atmosphere-ocean-land model MSSG has been developed in the Earth Simulator Center, which is designed to model
multi-scale interactions among the atmosphere, the ocean and the coupled system. In this project of this fiscal year, we focused
on introducing computational optimization architecture to the MSSG to be run with maximizing the computational power of the
Earth Simulator 2. As the results, the computational performance of MSSG attained about 20% of the theoretical peak of ES2.
Characteristics of cloud micro-physics with turbulence effects and heat transfer in urban area are presented and non-hydrostatic

physical performance for the oceanic component of MSSG are validated in this report.
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1. Introduction
Multi-Scale Simulator for the Geoenvironment (MSSG),

which is a coupled atmosphere-ocean-land global circulation

model, has been developed for the purposed of promoting
multi-scale multi-physics simulations for predicting weather or
climate variabilities. Furthermore, MSSG is optimized to be run
on the Earth Simulator with high computational performance
and it is designed to be flexibility for different space and time
scales. MSSG can simulate various scales phenomena with
several different optional versions such as global/regional

MSSG-A, global/regional MSSG-O, or global/regional MSSG,

where MSSG-A and MSSG-O are atmospheric and oceanic

components of MSSG, respectively.
In the development of MSSG of this fiscal year, we focus on
the following issues,

e Improvement of MSSG computational performance on the
Earth Simulator 2 (ES2) to be fit the discritization schemes
for ultra high resolution simulation to the architecture of
ES2,

e Improvement of physical performance of atmospheric
boundary layer and cloud micro physics with turbulent scale
effects,
and

e Improvement of forecasting schemes and validate results of

multi-scale simulations.

This report summarizes results of our project in FY2009.

2. MSSG model configuration

An atmospheric component of MSSG, which we call it
MSSG-A, is a non-hydrostatic global/regional atmosphere
circulation model. MSSG-A is compromised of fully
compressive flux form of Satomura (2003)"), Smagorinsky-
Lilly type parameterizations by Lilly (1962)* and Smagorinsky
(1965)™ for sub-grid scale mixing, surface fluxes by Zhang

1way/2way
ing schemes

Global simulations: o S
Horizontal: 2~10k J
Vertical: 100 layers

Regional simulations:
Horizontal: 100m~2km
Vertical: 100 layers

Urban scale simulations:
Horizontal: O(1)m~0(100)m’;

Vertical: 200 layers
Fig. 1 Scales of MSSG for global/regional models with nesting schemes

and resolution.
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(1982)™ and Blackadar (1979)"", cloud microphysics with
mixed phases by Reisner (1998)" and cumulus convective
processes by Kain (1993) and Fritsch (1980)"". Cloud-
radiation scheme for long wave and shortwave interactions with
both explicit cloud and clear-air are adopted which is based on
the scheme in MMS5. Over land, the ground temperature and
ground moisture are computed by using a bucket model. As
upper boundary condition, Rayleigh friction layer is set.

In the ocean component, which we call it MSSG-O, in-
compressive and hydrostatic /nonhydrostatic equations with the
Boussinesq approximation are introduced based on describing
in Marshall (1997a) and Marshall (1997b). Smagorinsky type
scheme by Lilly (1962) and Smagorinsky (1965) is used for the
sub-grid scale mixing. Algebraic Multi-Grid (AMG) method
in Stuben (1999) is used in order to solve a Poisson equation
in MSSG-0. In MSSG, we used the AMG library based on
aggregation-type AMG in Davies (1976), which has been
developed by Fuji Research Institute Corporation.

In both the atmospheric and ocean components, Yin-Yang
grid system presented in Kageyama (2004) and Arakawa C
grid is used. The atmospheric component utilizes the terrain
following vertical coordinate with Lorenz type variables
distribution in Gal-Chen (1975). The ocean component uses the
z-coordinate system for the vertical direction. In discritization
of time, the 2", 3™ and 4" Runge-Kutta schemes and leap-flog
schemes with Robert-Asselin time filter are available. The 3™
Runge-Kutta scheme presented in Wicker (2002) is adopted for
the atmosphere component. In the ocean component, leap-flog
schemes with Robert-Asselin time filter is used for the ocean
component. For momentum and tracer advection computations,
several discritization schemes introduced in Peng (2004) are
available. In this study, the 5" order upwind scheme is used for
the atmosphere and central difference is utilized in the ocean
component. The vertical speed of sound in the atmosphere is
dominant comparing with horizontal speed, because vertical

discritization is tend to be finer than horizontal discritization.

From those reasons, horizontally explicit vertical implicit
(HEVI) scheme in Durran (1991)"" is adopted in MSSG-A.

Conservation scheme was discussed in Peng (2006)"* and no
side effects of over lapped grid system such as Yin-Yang grid
were presented due to validations results of various benchmark
experiments in Takahashi (2004a,b)"'""® and Takahashi
(2005)",

3. High performance computing in MSSG

ES2 has different architecture with points of memory
latency, memory band width and penalty of bank complicit.
Considered those characteristics of the architecture of ES2,
MSSG is required to be improved computational performance
by optimizing on the ES2.

Table 1 shows computational performance statistics of main
modules of MSSG on ES2. 18 GFLOPS per one CPU of ES2 has
attained and is estimated by about 20% of the theoretical peak of
ES2. In near future, especially, we are planning to optimize the
performance of cloud micro physics processes using Assignable
Data Buffer (ADB) architecture of ES2.

4. Physical performance improvements in MSSG

In this report, present several topics results on key issues
in order to execute weather/climate seamless simulations/
forecasting with MSSG.

4.1 Impacts of turbulence in clouds and validation results
of cloud micro-physics in MSSG

There is a growing consensus that the collision growth rate
of cloud droplets can be increased by cloud turbulence. We
have investigated the turbulence impacts in turbulent convective
clouds using the hybrid-bin method with our turbulent collision
model in MSSG (MSSG-Bin model). In MSSG-Bin model, two
kinds of convective clouds have been simulated; free (heat)
convective clouds and forced (orographic) convective clouds.

Preliminary results show that the turbulent collisions cause

Table 1 MSSG current status of computational performance on ES2.

EXCLUSIVE % | MFLOPS V.OP AVER. | I-CACHE | O-CACHE BANK CONFLICT PROC NAME
TIME [sec] RATIO | V.LEN MISS MISS CPU PORT |[NETWORK ’
19777.543 | 99.7| 18592.9 99.54 236.1 256.595 772.348 262.653 6554.572 |(A1) main loop
4479.512| 22.6| 22277.2 99.51 239.2 90.681 198.871 74.955 1697.248 [(A2) N-S HEVI
2632.633 | 13.3| 24765.7 99.50 238.7 26.207 71.759 52.430 821.099 |(A2) N-S eq.(large)
4649.974 | 23.4| 34140.6 99.80 238.7 16.851 60.720 20.966 566.511|(A2) tracer eq.
3996.377 | 20.1 7798.0 99.20 213.7 87.334 272.048 57.238 1878.027 [(A2) physics
285.278| 1.4 1471.8 99.36 230.4 8.858 15.927 10.138 198.995 |(A2) boundary
596.373| 3.0 584.6 99.40 224.2 5.130 8.725 13.396 445.971 |(A2) boundary (side)
235.785| 1.2 6361.6 99.11 239.6 0.385 1.991 5.099 93.416 |(A2) z2ps
1073.107| 5.4 305.1 81.38 172.9 1.550 3.569 1.977 218.644 |(A2) output
130.365| 0.7 23363.6 99.42 238.4 0.399 1.103 22.172 65.026 |(A2) RKG
504.566| 2.5 646.3 98.62 239.8 0.295 0.326 0.012 352.960|(A2) diagno
448958 | 23| 13480.8 99.24 227.6 16.439 33.263 4.128 192.399 |(A2) subfield
734.071| 3.7 1083.8 79.70 236.7 0.406 99.532 0.134 23.240|(A2) recalc dt
0.317| 0.0 2.1 90.13 236.1 0.037 0.091 0.001 0.013|(A2) restart
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significant changes on the droplet size spectra.

MSSG-Bin model. It shows the discrepancy of the distribution

and turbulent collision model reveals the impact with increasing

Surface Precipitation [W/m2

Fig. 2 Impacts of surface precipitation distribution during development

Fig. 2 shows surface precipitation distribution in time with

4hour averaging
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Fig. 3 Turbulent collisions impacts of precipitation
throughout RICO mode comparison. Above: without
the effects of turbulence. Below: with effects of
turbulence collision.
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of the volume of precipitation by the effect of turbulent droplet
collisions in cloud development.

As the results of experiments in RICO (shallow Cu)
case, turbulent collisions significantly weaken the updraft,
consequently decrease turbulence intensity due to quick
removal of water, make be lower the cloud height and shorten
the rain initiation time. Fig. 3 presents a part of the results of

experiments.

4.2 Advanced scheme to simulate weather/climate in
urban area

High performance solver for fully compressible fluid is

applied to atmospheric flow field in MSSG to resolve and

understand mechanism of heat transfer in urban canyon.
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Fig. 4 Schematic view of canyon case.
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Fig. 5 Time averaged vertical heat flux distributions, (a) with

Boussinesq approximation (BS), and (b )with fully compressive
formulation (CP).
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Fig. 6 Vertical heat flux profiles in four stream wise points.
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Implementation of efficiency and applicability of the fully
compressible formulation is investigated in the atmospheric
boundary layer with simplified buildings (Fig. 4). Simulations
with conventional scheme using Boussinesq approximation are
also performed under the same condition to validate differences
and shortcomings of the incompressible solver. As the results
from the experiments, vertical heat flux is tend to increase at
the vicinity of the ground, which is induced by fluid expansion.
Incompressible solver overestimates turbulence intensity while
fully compressible solver can capture the effect of turbulence
suppression due to the increase of kinematic viscosity as caused
from heat transfer as shown in Fig. 5 and Fig. 6. This suggests
that fully compressible formulation is required to represent the

mechanism of heat transfer in urban area.

4.3 Validation of physical performance of MSSG-O
MSSG-0O model which is an oceanic component of MSSG is

developed to simulate oceanic flows on various spacial and time

Comparison between ROMS and MSSG
after integration of 60 days.

ROMS

20 40 60 80 100 120

MSSG

20 40 60 80 100 120

Fig. 7 Development of disturbance of sea surface temperature.

Fig. 8 Development of Dynamics of turbulent bottom gravity currents
in MSSG-O.

scales with numerical stability and reasonable precision. For
this fiscal year, various idealized model validation experiments
were pursued to examine the capability of the model. One of
validation plan was focusing on "Non-hydrostatic term" and the
validation results are introduced in this report.

Non-hydrostatic capability of MSSG-O is tested by
simulating dense overflows around Antarctic. To test the
feature in presence of wind-driven circulation, we examined
the interaction of overflow and the wind-driven coastal current.
MSSG-O simulations results suggest that coastal currents can
modify the pressure gradient of the overflow and change the
strength of water mass exchange between the open ocean and the
marginal sea. Past non-hydrostatic model studies have focused
on simulating single oceanic process. Our model simulation is
new that it now includes interaction of two processes (wind-
driven circulation and overflow).

Figs. 7 and 8 are validation results of MSSG-O, which is
set up with non-hydrostatic term. Fig. 6 shows development
of disturbances in MSSG-O which are comparable to previous
results™. Fig. 8 represents bottom gravity current and K-H

B4 above the bottom in the ocean.

instabilities!
5. Near future work

In this report, we showed computational performance of
MSSG and advances of model development. At the same time,
we now begin forecasting of weather/climate in urban area
under the condition of climate variability. It will be further clear
that interaction process between weather and climate as previous
studies pointed out. Detail analysis is required for each scale
phenomena in order to understand those mechanics. In addition,
implementation of dynamic AMR (adaptive mesh refinement)
schemes on MSSG has been almost completed. Multi-scale and
multi-physics simulations with MSSG will be begun in order to

predict climate variability in near future.
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A coupled atmosphere-ocean-land model has been developed in the Earth Simulator Center, which is designed to model multi-
scale interactions among the atmosphere, the ocean and the coupled system. In this project of this fiscal year, we focused on
introducing computational optimization architecture to the MSSG to be run with maximizing the computational power of the Earth
Simulator 2. At the results, the computational performance of MSSG attained about 30% of the theoretical peak of ES2. Cloud micro-
physics with turbulence effects, characteristics of heat transfer in urban area and non-hydrostatic physical performance in the oceanic

component of MSSG is validated and present those results in this report.
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