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 Chapter 2 Epoch-Making Simulation

1. Introduction
The RSA cryptography code is the most important key 

technology for using the Internet safely; however, the currently 
used 1,024-bit RSA code will no longer be safe to use in near 
future. The RSA cryptography code is based on the difficulty 
of the factorization of long-digit composite numbers, and the 
decryption time of 1,024-bit RSA code is several tens of years 
even if the fastest supercomputer is used. For an RSA code with 
a particular number of bits to be safe, its decryption time using 
the fastest algorithm on the fastest supercomputer must be more 
than 10 years.

The present world record for RSA decryption, involving 
RSA-768 (768 bits, 232 digits) was performed by a team 
consisting of NTT and four foreign organizations in January 
2010. It took 1,677 CPU-years to decrypt. This means that if 
one core of a PC CPU (AMD64, 2.2 GHz) is used, then it will 
take 1,677 years to decrypt. All reported world records for 
RSA decryption were carried out using PC clusters; however, 
there has been no report regarding this challenge for vector 
supercomputers. Therefore, a test using a vector supercomputer 
is necessary for the precise evaluation/discussion of the safety 
of 1,024-bit RSA cryptography codes.

This project intends to obtain basic information for 
processing RSA decryption on the Earth Simulator 2 (ES2), 
which is a vector supercomputer. The decryption processing 
consists of three parts: the first step is "sieve processing", the 
second step is the processing of 0-1 matrices, and the third step 
is the computation of algebraic square roots. For RSA-768, the 

first step, sieve processing, was about 90% of the computation 
time to decrypt. In 2010, the first year of our project, the author 
tuned the sieve processing part of the decryption code on the 
ES2.

2. RSA code
The common key cryptosystem and the public key 

cryptosystem are basic cryptosystems. The common key 
cryptosystem has only one key. It is simple and fast to process, 
but sending the key via the internet represents a problem. The 
public key cryptosystem has two different keys, one each for 
encryption and decoding. The key for encryption is open to the 
public, and the key for decoding can be kept secure because it is 
not necessary to send this key. A set of keys for the public key 
cryptosystem is based on the RSA code, which was developed 
by R. L. Rivest, A. Shamir, and L. M. Adleman in 1978. The 
RSA code uses two long-digit prime numbers P and Q, and 
a prime number e to compute n = P*Q, F = (P - 1)*(Q - 1), 
and D = e-1 (mod F). Numbers n and e are used as the keys for 
encryption, and the number D is used for the key for decoding. 
The safeness of this system is based on the result that, for a 
given long-digit number n, the factorization algorithm of n 
to P and Q has high computational complexity and consumes 
enormous computation time.

3. Sieve method
The sieve method is a factorization method for composite 

numbers N which obtains a relationship a2 - b2 = 0 (mod N) for 
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some a, b. Because natural numbers a and b are constructed by 
products of prime numbers provided by the sieve, the exponent 
of each prime number must be an even number.

For a composite number N, we assume X is the nearest 
integer to N1/2 and calculate (X + k)2 - N = Ak, k = 0, 1, 2, …. 
Then, we collect Ak that can be factorized using only prime 
numbers in factor base P. We can factorize N into a product of 
prime numbers with a combination of Ak whose exponent part 
is even. This provides the squared form a2 - b2 = 0 (mod N). 
Multiple polynomial quadratic sieve (MPQS) uses many types 
of quadratic equations.

Again for a composite number N, we find a polynomial 
f(x) and a number M such that f(M) = 0 (mod N). Let θ be an 
algebraic root of the equation f(x) = 0. We factor a + bM using 
prime numbers, and factor a + bθ using algebraic elements of 
primes and the unit. The difference in these factorizations is 
used for the decryption. For example, let N = 1333, f(x) = x3 + 2, 
f(M) = N, and M = 11; then 2 + M = 13 and 2 + θ = θ(1 - θ)(1 + θ). 
Then, 11∙(-10)∙12=13 (mod 1333) is established. However, we 
cannot find algebraic elements of primes for any f(x). Therefore, 
we use a prime ideal in the general number field sieve (GNFS). 
We define the polynomial norm as N(θ) = |f(-a/b)| for ideal 
a + bθ, and factorize N(θ) with the prime numbers in the ideal 
base.

It is said that MPQS is faster for the factorization of fewer 
than 100 digits, and GNFS is faster for the factorization of more 
than 100 digits.

For RSA-768, the factorization was carried out using a 
linear equation and a sixth-order polynomial in the GNFS. 
The computational complexity of RSA-768 in PC-years of an 
AMD64 (2.2 GHz) is shown in Table 1.

4. Sieve programming on the ES2
The sieve processing is the most time-consuming part of both 

MPQS and GNFS. The kernel is as follows:

do k=1,N    N is the number of elements in the base
do i = Start(k), LP, Prime(k)   
 Start(k): start, Prime(k): increment

V(i) = V(i) + Log(P(i))
end do

end do
do i = 1,LP    < Collection of sieved data >

if(V(i) .le. PS(i)) then    condition of collection
ns = ns + 1    ns is the number of collected data
Sieve(ns) = LLP + i   
 store the position of each collected data

end if
end do
Update Start(1) through Start(N) for the next sieve

Here, the LP is the length for the sieve, Prime(k) is the prime 
number in the base, and Start(k) is the starting number that it 
is factorized with prime numbers in the base. For speeding up 
computation on a PC, LP*4 bytes has to be completely allocated 
in the cache (1 MB). On the other hand, for the factorization of 
a 200-digit number, N is at least tens of millions and the value 
of LP reaches hundreds of millions. To reduce computational 
complexity, a larger N is necessary but to speed up computation 
on a PC, a smaller N is necessary. Thus, processing large prime 
numbers on a PC is very inconvenient.

On the vector supercomputer ES2, a larger LP value can 
be used and its length becomes the vector length of the ES2. 
However, for the collection of sieve data part, performance was 
not good, as expected, because there are almost no calculations. 
This part was vectorized using a data compaction operation; 
however, the hit ratio can be once hundreds of millions. The 
code was modified as follows: first, the existence of adopted 
data in tens of thousands of intervals was checked, and then 
the collecting procedure was applied only if the interval had 
adopted data. Using this modification, the whole sieve process 
became approximately 3 times faster than the original version 
on the ES2.

In the sieve processing, the sieve whose loop length is LP, 
is performed for each prime number. As the sieve processing 
needs less communication in parallel computing environments, 
it is easy to parallelize by using MPI.          

Table1  Computational complexity of RSA-768 (232 digits).

PC-years Ratio (%)
Exploration of polynomial 20 1

Sieve processing 1500 90
0-1 matrices processing 155 9
Algebraic square root 1 0

Others 1 0
Total 1677 100

Table 2  Specification of PC and vector computer.

PC Vector computer

Computer
Dell Vostro 200

Intel Core 2 
2.3 GHz, 2GB

Earth Simulator (ES2)
3.2 GHz

1 node: 819 Gflops,128 GB

Measurement 1 core 
Measured by CPU time

1 node (8 CPU)
Measured by use time

Software Windows Vista, 
g77 -O3 Option

NEC SUPER-UX
Auto vector FORTRAN + MPI
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5. Comparison of the sieve processing
The specifications of the PC and the vector computer are 

listed in Table 2.
The author measured the sieve processing for 45- and 

60-digit numbers. This is equivalent to the sieve processing of 
90 digits and 120 digits in MPQS, and the sieve processing of 
approximately 130 digits and 170 digits in GNFS. The author 
used N prime numbers in the base, in ascending order. The 
computation time greatly depends on the number of elements in 
the base. The size of LP is 512K on a PC, and 1G on the ES2. 
Figure 1 shows the result for 45 digits, and Fig. 2 shows that for 
60 digits. The computation time on a PC is divided by 200 in 
both figures.

In both Figs. 1 and 2, the fast range in terms of the number 
of elements in the base is wider and the numbers are larger 
on the ES2 than those for the PC. This means that the better 
performance has been attained on the ES2 for most cases.

It is necessary to include more primes in the base as the 
number of digits of the factorized number increases. Figure 3 
shows the best speed-up ratio of the ES2 over a PC by the 
number of primes in the base. The left dashed rectangular region 
is an estimation of 150 digits in MPQS. The speed-up ratio of 
the ES2 over a PC increases if more primes in the base are used. 
The ES2 is approximately 600 times faster than the PC for 150 
digits of MPQS and is estimated to be approximately 800 times 

faster for the equivalent RSA decryption size.

6. Summary
The author tuned the most time-consuming part, sieve 

processing, in the RSA decryption processing. The following 
basic information was obtained:
1) This processing is about 99.9% vectorized with few floating 

point number operations, and it is suitable for a vector 
supercomputer.

2) The performance of the sieve processing on one node of the 
ES2 is approximately from 200 to 800 times faster than that 
of a PC (Intel Core 2, 2.3 GHz).

3) The performance ratio for a realistically scaled RSA 
decryption is expected to be approximately 800.
For the second year of this study, the author will modify the 

sieve processing in the GNFS, measure its computation time for 
from 100 digits to 200 digits, progressively, and then estimate 
the computation time of GNFS for more than 200 digits. The 
author will also tune the 0-1 matrices processing.
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Fig. 1 Sieve processing of 45 digits.

Fig. 2 Sieve processing of 60 digits.

Fig. 3 Speed-up ratio of the ES2 over a PC.
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地球シミュレータを用いた RSA暗号解読処理
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ES2 において RSA 暗号解読の大半の時間を占める「ふるい処理」の高速化を行い、ES2 1 ノードで PC １コアの約 800
倍の性能を達成した。 

RSA 暗号はインターネットを安全に使ううえで欠かせない技術である。しかし、現在使用している 1024 ビットの
RSA 暗号が安全性の問題で近いうちに使えなくなるという「2010 年問題」が懸念されている。RSA 暗号には桁数の多い
合成数の因数分解の困難性が利用されており、1024 ビット RSA 暗号の安全性はスーパーコンピュータを数年使用して
も解読されないという仮定のもとで成り立っている。いっぽう、2010 年 1 月に NTT 他 4 カ国の共同で実施された RSA
暗号解読の世界記録（RSA-768）をはじめ、今までのすべての世界記録は PC クラスタで達成されており、ベクトル方式
のスーパーコンピュータによる RSA 暗号の解読実験は全く報告されていない。そこで、代表的なベクトル方式のスーパー
コンピュータである地球シミュレータ（ES2）において RSA 暗号の解読実験を行う。

一般的な RSA 暗号解読は、ふるい処理、0-1 行列処理、代数的平方根の計算の 3 段階からなり、これまでの RSA 暗
号解読プログラムはすべて PC 用となっている。本年度は、RSA 暗号解読の大半の処理時間を占める「ふるい処理」と
ES2 の相性を評価した。PC クラスタにおける RSA-768 ではふるい処理が全体の約 90% を占めている。試行錯誤の結果、
ES2 で効率よくふるい処理を行うにはふるい結果のデータを集める処理の対策が重要であることが判明した。これらは
PC における対策とは大幅に異なっているが、ES2 とふるい処理の相性は良いことが分かった。数値実験では、800 bit 相
当のふるい処理において ES2 の 1 ノードで 2.3GHz の PC １コアの 800 倍程度の性能を達成した。このとき、浮動小数演
算はほとんどないがベクトル化率は 99.9% で、この結果を単純に外挿すると ES2 32 ノード、2TB（64GB/ ノード）を用
いた RSA-768 のふるい処理に要する時間は 21 日となる。

本年度は、0-1 行列処理の部分を ES2 向けに書き換えること、ふるい処理と 0-1 行列処理を合わせて 1024 bit の RSA
暗号の解読に要する時間を推定するための基礎的データの取得を行う予定である。

キーワード : RSA暗号 , ふるい処理 , ベクトル処理 , 整数演算 , GNFS
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