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Emergency disaster operations should be started rapidly and properly to save lives after the great tsunami disasters happen. In
order to enhance the emergency disaster operation, we are developing a prototype system predicting tsunami inundation to the coastal
area in Tokushima prefecture. Basic algorithm of the prototype is similar with that of the national tsunami early warning system
in Japan that selects an appropriate earthquake scenario from pre-computed tsunami database based on the epicentral location and
magnitude. A difference between the JMA’s system and this study can be seen in prediction target. They predict tsunami height at the
coast line, but our system will predict tsunami inundation on land. In creating the tsunami inundation database, huge computational
resources are required so that we at first optimized tsunami simulation code on Earth Simulator. Then, we defined about 220
earthquake scenarios possibly occurred in the Nankai subduction zone with a range of magnitude from 6.5 to 9.0. All tsunamis
generated the created earthquake scenarios were calculated to construct a tsunami inundation database. Earth Simulator successfully
accomplished constructing the tsunami database within a reasonable time, which was embedded to the prototype of tsunami

prediction system.
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1. Introduction

The Nankai earthquakes are anticipated to occur
accompanied by large tsunamis. Emergency disaster operations
should be started rapidly and properly to save lives after
the great tsunami disasters happen. In order to enhance the
emergency disaster operation, we need to provide a possible
tsunami inundation area as soon as possible. Although a site
survey will be conducted after a half day or a day by using a
helicopter for example, numerical tsunami predictions using
the real-time seismic and tsunami observation are solely
available until the first 12 hours to draw a big picture of the
disaster. We accordingly are developing a prototype system
predicting tsunami inundation to the coastal area in Tokushima
prefecture based on numerical simulation. The system applies a
database-driven algorithm so that we have to prepare a tsunami
inundation database containing all tsunami scenarios that could
occur in the Nankai trough subduction zone. In this study, Earth
Simulator was used in constructing of the database. But we at
first optimized tsunami simulation code on Earth Simulator to

carry it out efficiently. We describe the optimization methods

and created tsunami database in this manuscript.

2. Optimizing on Earth Simulator

We used a tsunami calculation code called JAGURS that

solves linear/nonlinear long-wave/Boussinesq equations with
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a nested algorithm on a staggered, leap-frog finite differential
scheme (Baba et al., 2015[1]). This code was paralleled by using
OpenMP and MPL.

Velocity update routine in JAGURS originally contained
many IF statements that caused long waiting periods for
floating-point instructions to be completed. We therefore
introduced the following code enhancements (Table 1). In the
original code, propagating waves of dry grid cells (i.e. on land,
where there was no propagating wave) were not processed in the
velocity update loop. However, we modified the code to apply
the propagating wave processing to all grid cells regardless of
whether they were dry or wet. This allowed vector optimization
and software pipelining. In grid cells located on land, velocities
were overwritten with zeros after the first pass through the
velocity update loop. Because of the complicated IF statement
structure, vector optimization and software pipelining were not
applied during this overwrite, but the time cost of this operation
was negligible. To further improve vector optimization and
software pipelining of propagating wave processing, we divided
the inner loop into several subloops, each with only one IF
statement. We also used an option that enabled the compiler to
generate masked instructions.

As result of the optimization, averaged vector operation rate
and ADB element hit rate were improved from 75.9% to 97.9%,
and from 36.4% to 67.8%, respectively. Calculation speed
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became to be 6.1 times faster.

Table 1 Optimization in velocity update process

original optimized
do i =ist, ind do i=ist, ind
do j=jst, jnd do j=jst, jnd
if (branch 1) then process 1
process 1 end do
else if (branch 2) then end do
process 2 do i =ist, ind
else if (branch 3) then do j=jst, jnd
process 3 if (branch 2) then
else process 4 process 2
end if end do
end do end do
end do :

3. Multi-scenario control

The tsunami code, JAGRUS, has a function to calculate
multi-scenario as a simultaneous run. All scenarios are
completely independent, no data communications and process
synchronism between the scenarios are needed. Processor
assigned by a small computation waits another processor
assigned by large computation so that the total wall time for
computation is the same with the longest job in the multi-
scenarios. However, scenarios used in the study incurred almost
the same calculation loads. Overhead time was negligible in our
cases.

Depending on scheduling of all jobs submitted to Earth
simulator, we changed a number of scenarios per a submission.
For example, when many nodes are occupied by other jobs, a
multi-scenario job consisting a small number of scenarios was
submitted to slip in empty nodes among occupied nodes. If
no other job or a small number of jobs are submitted to Earth
simulator, a submission of multi-scenario job consisting a large
number of scenarios is efficient. Although Earth simulator
is consist of plural clusters, the biggest cluster has 2,048
computational nodes. We can calculate our 128 scenarios at the
maximum, in which each scenario uses 16 nodes, at once on

Earth Simulator.

4. Creating tsunami inundation database

We created a tsunami inundation database for Tokushima
prefecture by using the optimized code on Earth Simulator. We
defined about 220 earthquake scenarios possibly occurred in the
Nankai subduction zone with a range of magnitude from 6.5 to
9.0. We here assumed heterogeneous slips on the fault planes.
We repeatedly calculated tsunamis by changing the earthquake
scenarios with the multi-scenario control to evaluate tsunami
inundation on land with spatial resolution of 5 m interval.
All data were stored in a tsunami database. A logic tree was
constructed to select only one appropriate scenario from the

tsunami database based on the epicentral location and magnitude

15

provided by the JMA’s disaster information XML.

5. Conclusion

We introduced a practical use of Earth simulator in the
paper though a cooperative work between a university and a
local government. Earth simulator can contribute a tsunami
assessment in real time in Tokushima prefecture. The tsunami
prediction system is expected to be used in operational in the
near future.

However, in terms of total performance of the tsunami
prediction system, there are points need to be improved. The
algorithm doesn’t take into account earthquake rupture extent,
which is not negligible in prediction of tsunami with high-
accuracy. Also, it is not good at tsunami earthquake which
generates a large tsunami with weak seismic shaking. We
accordingly need to add a function to upgrade (re-select)
scenario based on tsunami height observations off shore and
at the coast, which are provided by follow-up information of
the JMA’s XML or direct connection to seafloor observatory
such as Dense Oceanfloor Network system for Earthquakes
and Tsunamis (Kaneda et al., 2015[2]). We will also consider
to improve the prediction accuracy by increasing number of
the earthquake scenarios. In that case, we should use more

computational resources of Earth simulator.
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