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We have developed an ensemble generation system based on an ocean circulation model on the Earth Simulator 4 (ES4) for
four-dimensional variational (4dVar) data assimilation (DA) and uncertainty estimation in prediction. The adjoint-free 4dVar
(a4dVar) algorithm generates ensemble members by hybrid combination of prediction error information and evolution of ocean
dynamics. The ensemble members are utilized for minimization of the 4dVar cost function, penalizing the distance between
observed and simulated oceanic states. For representing the flow-dependent error characteristics, the background error
covariance in the cost function is modified by replacing the usual horizontal diffusion operator with the sample covariance
calculated from the ensemble members.
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1. Introduction

To improve skills in predicting the Kuroshio path variations
south of Japan, we have developed an ensemble-based
4dVar DA system on ES4. So far we have repeatedly
performed the forecast experiments using an eddy resolving
ocean circulation model initialized by the 3dVar DA method,
which basically ignores time dependence of assimilated data
within an assumed time window [1]. For a period from
March to October 2020, cold eddies were frequently ejected
from the tip of the Kuroshio Large Meander. By applying
4dVar to this period, we investigate the feasibility of utilizing
time dependent information represented by the satellite sea
surface height anomaly (SSHA) data. Since our method
a4dVar is based on ensemble generation of ocean circulation
model runs, effective calculation of a targeted ocean
circulation model JCOPE-T is required for establishing
practical forecast ability. Here we report improvements in
numerical efficiency of JCOPE-T and implementation of the
addar using JCOPE-T on ES4.

2. JCOPE-T calculation on ES4

A regional ocean circulation model based on the JCOPE-
T open ocean version [2] covering a Northwestern Pacific
region (10.5-62N, 108-180E) was applied for developing the
ensemble DA system. The horizontal resolution and number
of active vertical layers are 1/12 degree (9km) and 46 sigma-
levels, respectively. In this version, horizontal viscosity and
diffusivity are represented by biharmonic operators
multiplied by a Smagorinsky-type coefficient with a constant
parameter of 0.1. To stabilize the calculation, we apply a
minimum value of biharmonic diffusion constant of 10°
m*/s?.

In the last fiscal year, the code of JCOPE-T was modified
on the previous generation of the Earth Simulator (ES3) by

combining inline expansion of the code and re-allocation of
do loop orders [2]. The computational efficiency of the
Northwestern Pacific model was improved approximately by
37% (Table 1). In this fiscal year, the efficiency was
improved by just switching from ES3 to ES4, and further
improved at ES4 by additional modification including
insertions of function calls of ‘Mpi_Barrier’ (Table 1). We
used the latest version of the code with 1.30 Tflops for the
ensemble simulations.

Table 1. Computational efficiency of the JCOPE-T code

Default Optimized
(Tflops|sec/day) | (Tflops|sec/day)
ES3 (32PE) 0.13|149 0.21| 84
ES4 (64PE) 0.76| 50 1.30] 30

3. Adjoint-free 4dVar DA system

Based on the JCOPE-T Northwestern Pacific model
optimized on ES4, we have constructed an ensemble DA
system using the adjoint-free 4dVar method [3] (JCOPE-
a4dVar). JCOPE-a4dVar creates 22 ensemble members from
the first guess initial condition produced by the multi-scale
three dimensional DA method (ms3dVar) [1].

Both a4dVar and ms3dVar assimilate the along-track
SSHA and the synthetic merged sea surface temperature data
(MGDSST) [4]. In addition, ms3dVar assimilates high-
resolution satellite sea surface temperature (Himawari-8)
and in situ temperature-salinity profile data (GTSPP). The
a4dVar algorithm is designed for mainly extracting the time-
dependent observed information on the oceanic variability
from SSHA during the time window [3]. The length of the
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time window is 10-day, which is a repeated period of a
typical Jason-series satellite altimeter, and all SSHA data
within the time window are assimilated daily. MGDSST is
assimilated only at the time of the initialization. The
observation errors in assimilating SSHA and MGDSST are
fixed as 0.1m and 2 deg.C, respectively.

The ensemble members are created at each iteration step
of the a4dVar cost function minimization based on the
combined information of model dynamics and model-data
misfit during the time window [5]. The correction to the first
guess initial condition is iteratively made as the weighted
sum of the ensemble member perturbations at each iteration
step. The iteration counts are fixed as 10 times for a time
window, because the reduction of the cost function is
generally slowed down after10 iterations.

The DA skills are wvalidated against independent
observations such as SSHA measured after the time window,
sea surface drifters, temperature/salinity profiles, and the
tide gauge sea level anomaly. The Kuroshio path locations
evaluated by the Japan Coast Guard on the daily basis are
also used for the validation. Some critical parameters in the
a4dVar system are iteratively tuned through the validation
using the independent data.

The most critical parameters of the ad4dVar system are
included in the background error covariance (BEC)
prescribing the simulation errors in the DA process. The BEC
in the ad4dVar system [3] is represented as,

BEC = CgLVTCy(S)VT L' 1)

, where Cp denotes a non-dimensional scalar constant
determining the whole weight of the simulation errors in the
cost function, L denotes an operator describing geostrophic
balance, Vr denotes a diagonal matrix representing a three-
dimensional distribution of the simulation error magnitude
for each control variable (temperature, salinity, horizontal
velocities, and sea level), and Cu(S) denotes a non-
dimensional horizontal diffusion operator, which represents
horizontal correlation characterized by an exponential
function with a scale parameter S, and a superscript ‘t’ means
a transpose of a matrix.

Vris represented as Vr = min(STDr, MAXr), where STDr
is standard deviation of a target variable calculated from an
ocean reanalysis product JCOPE2M, and MAXr is a
maximum estimate. After conducting a number of
preliminary experiments, we have determined M A Xtemperature,
MAXsalinity, MAXVclocitics, and MAXsea level are 0.5 (degC),
0.05(psu), 0.1 (m/s), 0.05 (m), respectively. A horizontal
scale parameter S, and a constant Cp have been determined
as 4 grid size, which approximately corresponds to 36 km,
and 0.4, respectively.

The assimilation of the SSHA observation requires the
mean SSH for evaluation of the model SSHA. We use the
temporal mean SSH of the ocean reanalysis JCOPE2M for a
period from 1993 to 2012, which is the same as the mean
reference period of the observation SSHA provided by
COPERNICUS. We further correct the mean SSH by
subtracting 20cm from the original one by considering the
possible difference of area mean SSH between JCOPE2M
driven by the NCEP/NCAR wind and JCOPE-T driven by
NCEP-CFS wind. Also we exclude the SSHA observation
data larger than 0.8m from the assimilation process because
the fitting to such a large SSHA results in the anomalous
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temperature/salinity ~ structure around the Kuroshio

Extension front.

4. The a4dVar experiments on ES4

We conducted the a4dVar run for a period from 8 March
to 18 October 2020 with an interval of 8-day. The first guress
initial conditions were extracted from the 3dVar DA product
archive for the same period. The ratio of the cost function
minimization generally ranges from 0.6 to 0.7, indicating
that there is room to reduce the residuals of the SSHA
observations in the forward runs starting from the first guess
initial conditions at the exact time of measurement during the
time window. The validation of the resulting products using
the independent observation data suggests the skill
improvements for the time window period (10 - day length)
and for the succeeding hindcast period (60 - day length).

To further utilize the information represented in the
produced ensemble, we examine possible skill changes by
modifying the background error covariance (BEC) through
replacing the diffusion operator Ca(s) (‘Diffusion BEC’)
with the ensemble covariance Ce (‘Ensemble BEC’) directly
calculated from the ensemble member variables. The
calculation of the sample covariance is parallelized for each
target variable for each vertical level (4 three-dimensional
with 21 z-levels (not sigma levels) and 1 two-dimensional
variable with 1-level) using 85 scalar-type CPUs on ES4.

Table 2 indicates that the computational resources required
for the Ensemble BEC run increases in the CPU calculation
part as compared to the Diffusion BEC run. Note that the
actual elapsed time is generally 4-5hour for the 10-day time
window in both Ensemble and Diffusion runs, which
basically depends on the total user numbers of ES4 at the
time of the job allocation rather than the applied BEC types.

Table 2. Resource usages of the 10-day window a4dVar run

BEC type Vector Scalar
(Resource Set (RSH)
Hours(RSH))

Diffusion BEC 150 1.5

Ensemble BEC 150 22

Both vector and scalar resource usages are 0.3% and 0.15%
of the requested resources for the present thema: 50,000 and
15,000 (RSHs) respectively. We thus conclude that the
operational addVar system is reasonably established on ES4.
Note that the scientific analyses including the evaluation of
the forecast uncertainty using the ensemble runs based on the
all a4dVar experiments performed on ES4 will be reported
soon in some academic journals (in preparation).
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